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Abstract

The relations between sunspot number, sunspot areas, solar 10.7 cm radio flux, solar proton
events and earthquakes of magnitude M > 5and M > 8 during the time interval between 1996 and
2008 of the solar cycle 23 have been analyzed in this work. We have found that there is a direct relation
between solar activity and Earth seismic activity for M > 5and M > 8, near the maximum of the Solar
cycle 23, and an inverse relation between them at the descending phase of the cycle.

Introduction

Most of the studies about the relation between solar activity and earthquakes
have a cyclicity of about 11 and 22 years like the solar activity cycles. The solar
cycle 23 seems to be of a great interest for the researchers due to many peculiarities.
Some scientists believe that solar activity can cause earthquakes, volcanoes or
extreme weather, and solar activity, presented by sunspots, radio noise and
geomagnetic indices, plays a significant but by no means exclusive role in the
triggering of earthquakes.

It is well known that various kinds of solar transient activities such as solar
flares, disappearing filaments and coronal mass ejections (CMESs) are responsible for
strong interplanetary disturbances and corresponding geomagnetic disturbances.
Terrestrial effect of these activities as abrupt accelerations in the Earth's angular
velocity or surges of telluric currents in the Earth's crust are the actual coupling
mechanisms which trigger quakes. Scientists also found that, earthquakes occur
frequently around the years of minimum solar activity. Generally, the earthquake
activities are relatively less during the peak of the solar activity cycle, some say,
around the period of polarity reversal. And also, the earthquake frequency in the
period of solar activity minimum is closely related to the maximum annual means of
sunspot numbers, the maximum annual means of solar 10.7 cm radio flux and solar
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proton events of the whole solar cycle. The relation between earthquakes and solar
proton events is closer than the others [1].

Most of earthquakes are induced by the mutual squeeze and collision of the
earth crustal plates. However, many geophysicists do not deny that any disaster
cannot be attributed to the Earth’s own motion. The Sun is the energy source of the
Earth. Amendments of its activity influence and modulate the motion and change the
whole Earth or its certain part. Therefore, many studies about the relation between
solar activity and earthquake activity have come out. Generally, most of these studies
investigate the relation between the recurrent variation of sunspot number and
earthquake activity. Sytinskiy [2, 3] carried out a series of research on the influence
of solar activity on the earth's seismicity. Simpson [4] found that maximum quake
frequency occurs at times of moderately high and fluctuating solar activity.
Lursmanashvili [5] carried out series of research on the influence of solar activity on
the Earth's seismicity and speak about a possibility of influence of the Sun
activity on earthquake distribution in the Caucasus. The team led by Zhang, G. Q.
and Odintsov [1, 6] studied the long period tendency in global earthquake
geomagnetic activity and some simple relationships between solar activity and
global number of earthquakes with magnitude equal and larger than 4 (M > 4). The
authors Zhang, G. Q., Dorman, L. I. and Gerontidou [1, 7, 8] found that internal
effects such as subsidence, volcanic and tectonic effects are not the only reason of
earthquake but also earthquakes can be triggered by some external effects such as
cosmic rays, magnetic field and solar activity. The team led by Courtillot, V. [9]
explained that the radiations emitted from the Sun not only have very serious effects
on the Earth's atmosphere, but also affect the Earth's surface. Low level clouds, ocean
temperatures, land temperatures, tropospheric temperatures, and earthquakes are
shown as evidences. Khain, V. E. and Khalilov, E. N. [10] found that the periodicity
of solar activity have an influence upon the periodicity of geodynamic processes.
Marilia, T. and Anibal, A. [11] inspected possible influence of solar cycles on
earthquakes using statistical analyses. Their results show that a significant increase
in earthquake events in some of the tectonic plates is linked to solar maxima. The
team led by Nikouravan, B. [12] studied in details the relationship between sunspot
number, solar 10.7 c¢cm radio flux, solar irradiance, solar proton events and
earthquake events in Iran.

Data used

The studied solar cycle is 23rd solar cycle since 1755, when extensive
recording of sunspot activity began. The solar cycle lasted 12.6 years, began in May
1996 and ended in January 2008. The maximum smoothed sunspot number (monthly
number of sunspots averaged over a twelve-month period) observed during the solar
cycle was 120.8 (March 2000), and the minimum was 1.7. There were a total of
805 days without sunspots during this cycle [13]. Sunspot number (annual mean or
yearly average) are taken from SIDC web site (Solar Influence Data Analysis



Center), data for solar proton events (>100 MEV) are taken from NOAA/NGDC
(National Geophysical Data Center) web site, sunspot area data from Royal
Observatory, Greenwich USAF/NOAA Sunspot Data site, and 10.7 solar radio flux
(yearly average observed flux) data were taken from Space Weather Canada (Natural
Resources Canada) web site for the 19962008 time period. Earthquake activity data
had been collected from National Earthquake Information Center — NEIC / U.S.
Geological Survey — USGS, with magnitude M > 5 for the same time period. This
solar cycle has 7 141 total number of earthquakes, 6 059 earthquakes with M > 5,
930 earthquakes with M > 6, 140 earthquakes with M > 7 and 12 earthquakes with
M >8.

Large earthquakes, with M = 8.1 took place in 1998, 1 with M = 8 took place
in 2000, 1 with M = 8.4 took place in 2001, 1 with M = 8.3 took place in 2003, 2
with M = 8.1, 9.1 took place in 2004, 2 with M = 8§, 8.3 took place in 2006 and 4
with M = 8.1, 8.1, 8, and 8.5 took place in 2007, as shown in Table 1. Here we divide
the data into two categories according to the magnitude of earthquakes (M > 5 and
M > 8) and compare them with the corresponding solar data. It has been carried out
some statistical analysis showing the relation between the solar activity and the
corresponding earthquake activity.

Table 1 illustrates the 12 large earthquakes occurred during solar cycle 23
(from May 1996 to January 2008) and show their time, depth, magnitude, latitude
and longitude.

Table 1. Large earthquakes during solar cycle 23

No. | Year | Month | Day | Hour | Min. | Depth | Magnitude | Latitude | Longitude
1 | 1998 3 25 3 12 20.1 8.1 -63.90 149.61
2 | 2000 11 16 4 54 27.6 8 -3.99 153.26
3 ]2001 6 23 20 33 32 8.4 -16.38 -73.50
4 | 2003 9 25 19 50 27 83 41.86 143.87
5 | 2004 12 23 14 59 3.5 8.1 -49.33 161.42
6 | 2004 12 26 0 58 30 9.1 3.30 95.98
7 | 2006 5 3 15 26 55 8 -20.15 -174.10
8 | 2006 11 15 11 14 10 8.3 46.58 153.27
9 |2007 1 13 4 23 10 8.1 46.23 154.55
10 | 2007 4 1 20 39 10 8.1 -8.43 157.06
11 | 2007 8 15 23 40 39 8 -13.38 -76.61
12 | 2007 9 12 11 10 34 8.5 -4.44 101.37




Results and discussion

(1) Solar activity and the number of earthquakes with M > 5 during
solar cycle 23

Carrying out some statistical analysis and drawing graphs, we show the
relationship between solar activity data and the number of earthquakes with M > 5
during the 19962008 period (Fig. 1). It is also evident that in 2000 sunspot number
is maximal and the earthquake number is maximal, in 2002 the sunspot number is in
maximum but the earthquake number is in minimum, and in 2007 the earthquake
number is in maximum when the sunspot number is in minimum.

Fig. 2 illustrates the relation between GEOS proton fluence > 100 MEV and
earthquake number with M > 5. We see that in 1997, 2000, 2003 the earthquake
number and the GEOS proton fluence > 100 MEV are in maximum and in 2007 the
GEOS proton fluence > 100 MEV is in minimum and the earthquake number is in
maximum.

On Fig. 3 is illustrated the relation between the mean annual solar flux and
earthquake number with M > 5. It shows that in 2000 the earthquakes number and
the mean annual solar flux were in maximum, but in 2007 the mean annual solar flux
was in minimum and the earthquake number is in maximum.

On Fig. 4 is illustrated the relation between both observed and corrected
sunspot area and the earthquake number with M > 5. It shows that in 2005 the
earthquakes number is in minimum when the sunspot area is in maximum and in
2007 the sunspot area and the earthquake number is in maximum.

From Fig. 1-4 we see that for earthquakes M > 5 near the maximum of the
cycle 23 there is a direct relation between sunspot number, mean annual 10.7 cm
solar radio flux, mean annual GEOS proton fluence and earthquake number.

Also, at the maximum of the cycle there is an inverse relation between the
sunspot number and earthquake number, and a direct relation between GEOS proton
fluence and earthquake number. Finally, at the descending phase of the cycle there
is an inverse relation between sunspot number, mean annual solar flux, GEOS proton



fluence and earthquake number and a direct relation between sunspots area and
earthquake number.

Fig. 1. Relation between sunspot number and the number of earthquakes
with magnitude M > 5 during the solar cycle 23

Fig. 2. Relation between GEOS proton fluence > 100 MEV and the number of earthquakes
with magnitude M >5 during the solar cycle 23
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g. 3. Relation between mean annual solar flux and the number of earthquakes
with magnitude M > 5 during the solar cycle 23.
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Fig. 4. Relation between both observed and corrected sunspot area and the number
of earthquakes with M > 5 during solar cycle 23




(2) Solar activity and the number of earthquakes with M > 8 during
solar cycle 23

Carrying out some statistical analysis and drawing graphs, we have shown
the relationship between the solar activity data and earthquake number with M > §
during the 1996-2008 period in Fig. 5. We see that in 2000 the sunspot number and
the earthquake number are in maximum and in 2004 and 2007 the sunspot number
is in minimum but the earthquake number is in maximum. Fig. 6 illustrates the
relation between GEOS proton fluence > 100 MEV and earthquake number with M
> 8 and show that in 2001 the earthquake number and the GEOS proton fluence >
100 MEV are in maximum; in 1998, 2002 the GEOS proton fluence > 100 MEV and
earthquake number are in minimum and in 2004 and 2007 the earthquake number is
in maximum when the GEOS proton fluence > 100 MEV is in minimum. Fig. 7
illustrates the relation between mean annual solar flux and earthquake number with
M > 8 and show that in 2001 the earthquake number and the mean annual solar flux
are in maximum, in 2002 mean annual solar flux is in maximum and earthquake
number is in minimum, and in 2007 the earthquake number is in maximum and the
mean annual solar flux is in minimum. Fig. 8 illustrates the relation between both
observed and corrected sunspot area and earthquake number with M > 8 and show
that in 2004 the earthquake number is in maximum when the sunspot area is in
minimum and in 2007 the sunspot area and earthquake number are in maximum.

From Fig. 5-8 we obtain that for earthquakes with M > 8, there is a direct
relation between the sunspot number, mean annual solar flux, GEOS proton fluence
and earthquake number and an inverse relation during the descending phase of the
cycle. Also, there is an inverse relation between the sunspot area in units of
millionths of the sun's visible hemisphere and the earthquake number near the
maximum of the solar cycle, and a direct relation during the descending phase of the
solar cycle.
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Fig. 5. Relation between the sunspot number and the number of earthquakes
with M > 8 during solar cycle 23

Fig. 6. Relation between the GEOS proton fluence > 100 MEV and the number
of earthquakes with M > & during solar cycle 23



Fig. 7. Relation between the mean annual solar flux and the number of earthquakes
with M > 8 during solar cycle 23
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Conclusion

Youssef, 2003 [14] show that solar cycle 23 is a weak solar cycle of 11.7
years duration and has two peaks in 2000 and 2002. In the case of earthquakes of
magnitude > 5, the number of earthquakes shows a peak at the minimum between
cycles 23 and 24 as shown in Fig. 1.

There is a coincidence between the first activity peak of our studied cycle 23
in the year 2000 and the number of earthquakes. In the case of earthquakes of
magnitude > 8, the cycle 23 has three peaks of maximum, descending branch and
post the weak cycle (Fig. 5).

The proton fluence occurring at the 15 maximum of this cycle is coincident
with the 2" earthquake peak. It is clear that protons have great influence on
triggering earthquake particularly for this cycle, which can be explained by the
injection of solar protons into the Van Allen belts and hence in polar regions. Strong
ionospheric electric currents can induce telluric currents in the earth’s crust and deep
into the magma perhaps at the epicenter of the earthquake.

So, the Earth Internal Effects (EIE;) are not the only reason for earthquakes.
Solar activity also influences the processes going on the Earth. Our investigation
show that the maximum of earthquakes frequently occur around the years of
minimum in the solar activity cycle.
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N3CJIEABAHE HA BPB3KATA MEX/Y CIBHYEBATA AKTUBHOCT
N CEMU3BMUYHOCTTA HA 3EMSTA 110 BPEME HA CJIIABUSA
23-tu CJIBHYEB HUKDBJ

M. Cemeuoa, C. Xooaiipu, M. En Xaouou, P. Xameo,
1. KOceg, Il. Cmoesa, A. Cmoes

Pesrome

B ta3u pabota e n3cnenBaHa Bpbh3KaTa MeX1y Opost Ha CITbHUEBUTE MIETHA,
IUIOITA HAa CIBHYEBUTE METHA, CIBHYEBOTO PaJUOU3ITBUYBAHE INPHU IBJDKMHA Ha
BeiHaTa 10.7 cm, CI'lbHUEBUTE POTOHHU CHOUTHSA U 3€METPECEHUATA C MATHUTYA
M >5uM > 8, B unrepsana 1996-2008 r. ot 23-us cnpHUeB IUKBI. Hamepena e
MIpsiKa Bpb3Ka MEXIy CI'IbHUEBATa aKTUBHOCT M 36MHATa CEU3MHYHA aKTHBHOCT IPH
M >5u M > 8§ 630 10 MakcuMyMa Ha 23-Usl CTbHUYEB IUKBI U 00paTHA BPH3Ka 110
BpeMe Ha HU3Xo/smara aza Ha CITbHYEBHUS IUKBIL.
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Abstract

In the present article distribution of the waste disposal thermal radiation caused by
biochemical processes of decomposition is examined. Using thermal channels of the Landsat 8 (OLI)
the waste disposal spectral characteristics are obtained. All this data is compared with solar activity
during the same period and differences between internal thermal radiation and solar influences are

discussed.

Introduction

With the permanent increasing of human population, a serious problem
concerning air and water pollution and also soil contamination arises. This is the
problem of waste disposals sites (WDS) and its influence on the surrounding
environment [1, 2]. These disposals are main source of methane emissions (CH4),
which is one of the greenhouse gases with strong influence on the atmosphere and
prerequisite of the greenhouse effect with anthropogenic character. Waste gases are
organic products, a result from decomposition of waste in anaerobic conditions. They
are composed mainly from methane (CH4) and carbon dioxide (CO») [3, 4].

The areas occupied by waste disposals are rapidly growing, as in some cases
they are unregulated. For example in 2012, 481 kg solid waste per single person for
the population in European Union is generated [5].

This research focuses on Suhodol waste disposal close to the Bulgarian
capital, Sofia. Officially this disposal was formed 30 years ago with purpose of Sofia
municipality waste collecting. Its exploitation is achieved in two stages, and the first
stage was until 1995.

The main goal of this work is calculating the surface temperature caused by
waste internal thermal radiation and determining the places where the temperature is
the highest (thermal points). Several time intervals are examined.
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In Fig. 1 is shown the location of the waste disposal Suhodol, Sofia. The
object is in geographic coordinates 23°12°03"" E and 42°41°26"" N (WGS 84,
UTM 34N).

Fig. 1. Location of the waste disposal Suhodol, Sofia.

Materials and methods

Current investigation uses thermal channels of Landsat 5-7 ETM+ and
Landsat 8 OLI/TIRS, as for the calculation of thermal radiation is used band 6 of
Landsat ETM+ with wave length 10.40+12.50 um and band 10 with wave length
10.6+11.9 pm. Images for four years and for two different seasons (winter and
summer) are considered. In Table 1 are described the images.

We can write a general formula for Landsat 4-8: [6-9]

b
cxQ+d

(1) T[K] =axn71 ( + 1)

Where a, b, ¢, and d are the constants for the different types of Landsat
images, T is the pixel temperature (K), Q is the spectral brightness coefficient of the
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surface in the thermal channel Landsat (4—8) satellite images are downloaded from
web page https://earthexplorer.usgs.gov/.

Table 1. Used Landsat satellite images

Date Satellite
31.01.2004 Landsat 7 ETM+
18.08.2004 Landsat 5 TM
28.01.2006 Landsat5 TM
23.07.2006 Landsat5 TM
02.01.2009 Landsat 5 TM
23.07.2009 Landsat 7 ETM+
02.01.2017 Landsat 7 ETM+
21.07.2017 Landsat 8 OLI

After the georeferencing procedure of the thermal images the cutting out of
the rectangular sections in each image covering the vicinity of the geographic
coordinates is carried out. The time series {Q1, Q2, ..., Qn} of the images in the
thermal channel of each WDS are extracted. The data from the image is converted
into the surface temperature {T1, T2, ..., Tn} using transformation:

_ af_b
) Tico; = a*Ln (C*Qw

+ 1) —273.15 ,

where:

aisthe K, =Thermal conversion constant for the band (K2 CONSTANT BAND n
from the metadata);

b is K; = Thermal conversion constant for the band (K1 CONSTANT BAND n
from the metadata);

c is M; = Radiance multiplicative scaling factor for the band
(RADIANCE_MULT BAND _n from the metadata);

dis Ly = Spectral radiance (W/(m2 * sr * um));

Q = L1 pixel value in DN;

T =TOA ( Top of Atmosphere) Brightness Temperature

The time series for WDS are formed together with the mask for clouds and

“blankness” and are entered into the database. The time series of images for
temperature for each landfill or WDS is systematized [10].
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Results

Presented results are for the following days: 18.08.2004, 31.01.2004,
23.07.2006, 28.01.2006, 23.07.2009, 02.01.2009, 02.01.2017 and 21.07.2017. We
have tracked the internal thermal radiation of the Suhodol waste disposal for four
different years. In Fig. 2 land surface temperature (LST) of waste disposal Suhodol
is presented. Hot spots are situated in the center of the landfills. A temperature
variation of 4°C between the center and surrounding area is observed. Average
surface temperature is —7° C while the core temperature of the landfills reaches —4° C.

In Fig 3 the temperature for 18.08.2004 is calculated. In the summer there is
an increased rotting activity which increases the temperature of this area. Hot spots
move beyond the limits of the landfill. The average surface temperature is +26°C
while the temperature within the landfill reaches +31°C.

During the winter of 2006 the average surface temperature is —6°C, and
within the landfill it reaches —4°C. The hot spots move toward the center and the
north parts of the observed object (Fig. 4).

In 23.07.2006 the same temperature displacement as in July 2004 is detected.
The highest temperature is again at the center of the object in question as well as in
its north part (+34° C).

Fig. 2. LST of Suhodol — 31.01.2004 Fig. 3. LST of Suhodol — 18.08.2004
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Fig. 6. LST of Suhodol — 02.01.2009

Fig. 7. LST of Suhodol — 23.07.2009



Fig. 8. LST of Suhodol —02.01.2017 Fig. 9. LST of Suhodol —21.07.2017

In Fig. 6 is shown that the hot spots are entirely in the northern part of the
investigated object. The average surface temperature is —0.5° C, while within the
landfill it is +1°C. In the end of the July 2009 (Fig. 7) a major change in landfill
temperature is observed. The highest values are found in the northern part - +38.5°C.
The average temperature is +29°C.

In January 2017 significant displacement of the hotspot compared to
previous years is observed. The temperature difference between the object and
surrounding area is 2°C. In Fig. 8 are presented calculated temperature values for
21.07.2017. The temperature has the highest values in the northern part of the landfill
+33°C.
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w 000 s
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o
o
tr em 88 1 s 1M 1M 21 we ns 2443 0,49 0.5 00050708 074 6 1W36 4430, 050. 5451374 1 41 219
sy um IO =
Fig. 10. Spectral reflectanse characteristics ~ Fig.11. Spectral reflectanse characteristics
of landfill of lanfill
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For comparison, landfill spectral characteristic with different sensors are
made. In Fig. 10 and 11 spectral reflective characteristics of the waste disposal
Suhodol for 21.07.2017 and 08.06.2018 are presented. The used sensors are Landsat
8 and Sentinel 2 (Copernicus, ESA, https://scihub.copernicus.eu).

Solar activity

Land surface temperature (LST) is one of the most usable parameters in
studying the physical and chemical processes and phenomena that involve energy
balance in hydrology, biology meteorology etc. Short and long-term variation of LST
depends strongly on the amount the solar energy that reaches the Earth’s surface and
therefore on the diurnal variation, seasons and climate zones. One of the most
reliable indicators for the estimation of the solar energy that reaches the Earth is solar
irradiance (W/m?) and the solar £10.7 index (2 800 MHz) which correlates with the
sunspot number and Ultra Violet (UV) radiation. F10.7 radio emissions are very
sensitive to the processes in the upper chromosphere and at the base of the solar
corona. It is present in solar flux units (sfu), where 1 sfu =102 W m?2 Hz .

In Fig. 12 and Fig. 13 are shown the variations of the total solar irradiance
(W.m) (http://spot.colorado.edu/~koppg/TSI/) for the last several years that reach
the outer part of the Earth’s atmosphere and solar radio index 10.7 cm (sfu)
(https://omniweb.gsfc.nasa.gov). It can be seen that during the period of last solar
minimum, i.e. 2016-2018, the values of both indicators are smaller than those
measured in previous years.

SORCE/TIM Irrodiance (Version 17-1807)
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Fig. 12. Variation of the total solar irradiance
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Fig. 13. Variation of the solar radio flux at 10.7 cm

Conclusion

This work presents a study of Suhodol waste disposal and its thermal

radiation caused by biochemical processes of decomposition using satellite data. The
results can be summarized in the following statements:

In 18.08.2004 an increased rotting activity is observed which increases the
temperature of the landfill. Hot spots move beyond the limits of the landfill.
During the winter of 2006 the hot spots move toward the center and northern
parts of the observed object.

In 23.07.2006 the same temperature displacement as in July 2004 is
detected. The highest temperature is again at the center of the object in
question as well as in its north part (+34° C).

In January 2009 the hot spots are entirely in the northern part of the
investigated object while in the end of the July 2009 a major change in
landfill temperature is observed.

In January 2017 significant displacement of the hotspot compared to
previous years is observed. The temperature difference between the object
and surrounding area is 2° C. The temperature has the highest values in the
northern part of the landfill - +33°C.

According to the F10.7 index and Solar irradiance, solar energy reaching the
surface during the period of last solar minimum - 2016-2018, is less than
the measured in previous years. The observed landfill temperature variation
do not show measurable dependence with solar activity.
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MN3IOJI3BBAHE HA CIITbTHUKOBU TIAHHMU 3A NU3CJIEABAHE
HA COBCTBEHOTO TOIIVIMHHO U3JITBYUBAHE HA CMETHIIA
C OTYUTAHE HA BJIMAHUETO HA CJIBHUETO

A. lanuesa, C. Acenoscku

Pe3rome

B Hactosmata pabota ce u3cienBa paslpelelieHHETO Ha COOCTBEHOTO
TOIUIMHHO W3JIbUYBaHE HAa CMETUINA, MPEAU3BUKAHO OT OMOXMMHUYHU MPOIECH Ha
pasnmarade. M3moiBBaHW ca TOINTMHHWUTE KaHamd Ha ceH3opa Landsat 8 (OLI).
[lomydenu ca crieKTpalHU XapaKTEpPUCTUKY HA CMETHIIa OT ceH3opute Landsat 8 u
Sentinel 2. Ha 0a3ara Ha COBTHUKOBU JAHHU 3a CIbHYEBATA AaKTUBHOCT €A OTYETEHHU
Pa3IUKUTE MEXTy COOCTBEHOTO TOIUTMHHO M3ThUBaHE W BIUSAHUETO Ha CIBHIIETO.
[lomyuenu ca pe3ynTatu 3a pa3iMYHU BPEMEBU CE30HU OT PA3IUYHH MO CBOETO
MPOCTPAHCTBEHO PA3MNPECICHIE CMETHILA.
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Abstract

In this paper are presented variation of the solar wind parameters during last four solar
cycles (21+24) with focus on the high speed solar wind streams (HSS) condition. The averaged values
of the parameters for every cycle are calculated and discussed. The results show that Earth is under
the HSS influence more than 50% of the total time in each of the last four solar cycles. This fact
determines the importance of the studding the behavior of the HSS.

Introduction

High speed solar wind streams (HSS) are one of the solar wind components
which originate from unipolar open magnetic field areas known as coronal holes
[1,2]. HSS cause relatively weak, but recurrent and long-lasting geomagnetic storms
[3]. The variations of geomagnetic activity closely follow the variations of the
number and intensity of HSS within the solar cycle [4]. Coronal holes are the largest
and in most geoeffective position during the sunspot declining phase [4], when the
second maximum in the geomagnetic activity is observed. In Fig. 1 is presented an
SDO/AIA image (Solar Dynamics Observatory/ Atmospheric Imaging Assembly) of
the coronal hole CH869 on 15 June 2018. CH869 have been rotated into an Earth
facing position on June 19-21.
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Fig. 1. SDO/AIA image of the coronal hole CH869 at 23:45UT

on 15 June 2018 (http://www.solen.info/solar/)

Solar cycle (SC) is generally associated with the 11 year sunspot cycle
(Schwabe, 1843) and numerous studies concerning Sun and solar-terrestrial physics
are related with it. In Table 1 are presented duration of the last eight SC (17+24).
The 24™ is supposed to end within 2018 with duration approximately of ~11 years.

Table 1. Duration of the last eight Solar cycles (17+24)

Cycle Started Finished Duration (years)
Solar cycle 17 1933 September 1944 February 10.4
Solar cycle 18 1944 February 1954 April 10.2
Solar cycle 19 1954 April 1964 October 10.5
Solar cycle 20 1964 October 1976 June 11.7
Solar cycle 21 1976 June 1986 September 10.3
Solar cycle 22 1986 September 1996 May 9.7
Solar cycle 23 1996 May 2008 January 11.7
Solar cycle 24 2008 January 2018 ~11
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In the current study, the focus will be on the HSS during the last four SC
(21+24). Here the differences of the main parameters (Temperature [K], Speed
[km/s], Density [cm-3], Magnetic field [nT]) during the cycles will be discussed. In
Fig. 2 are shown the variations of the sunspot number for these cycles. As it can be
seen, the last 24" SC is characterized with the lowest values of the sunspot number
during the course of the whole cycle in comparison with the other cycles.

Last solar cycles comparison
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Fig. 2. Comparison of the monthly smoothed sunspot number variation for the last
four SC (21-24) (http://www.solen.info/solar/)

Parker suggested that the properties of solar wind flow depend on the solar
activity cycle [7]. Several years later series of space probe experiments, as Lunik and
Venera [8], Explorer 10 [9] and Venus Mariner 2 [10] confirmed the Parker's theory.

Data

In attempt to identify the periods when Earth is under the influence of the
HSS the hourly values of the plasma parameters gathered in OMNI data base are
used (http://omniweb.gsfc.nasa.gov/) [11]. The criteria for identifying a HSS include
an increase of the solar wind speed by at least 100 km/s in no more than one day to
at least 450 km/s for at least five hours [12].
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Results

In Tables 2—-5 are shown the averaged values of the main solar wind
parameters (Different magnetic field components [nT], Temperature of the plasma
[K], Density [N/c], Speed [km/s], Flow pressure [nPa]) for the last four SC for
different solar wind conditions — Slow solar wind with speed less than 450 km/s, fast
solar wind with speed over 450 km/s but different from HSS, coronal mass ejection
(CME) and HSS. For every SC are presented the total numbers of hours in which
Earth is under the influence of these conditions. The last three rows have shown the
averaged values of the geomagnetic Dst index and the sunspot number R.

Table 2. Averaged values of the main solar wind properties during SC21

Slow SW Fast SW
V<450 kmis | v>450kmis | CME HSS
Hours 6120 900 143 7878
Scalar B, nT 541 5.45 1113 5.85
Bx, nT 022 ~0.02 0.30 0,36
By, nT 0.37 20.05 ~0.45 034
Bz, nT 0.12 0.12 ~0.56 0.22
T.K 64 495 184 070 69757 | 178 230
Dens, N/c 1078 5.20 8.67 5.60
Speed, km/s 370.45 52002 39445 | 51218
Pressure, nPa 275 2.65 2.54 2.66
R 15.73 21.57 28.44 13.49
Dst, nT ~5.70 14.03 2741 | —17.79

At SC21 the number of hours in which HSS is observed is 7 878 which is
more than 50 % of the total time of the cycle. Here we can see that the average
temperature during HSS is significantly larger than the temperature of the slow solar
wind and comparable with the temperature of the fast solar wind. Here it must be
noticed what is the difference between fast solar wind and HSS. According to the
criteria of HSS there is a requirement concerning duration which is at least five
hours. Normally the averaged sunspot number is the largest during the condition of
CME.
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Table 3. Averaged values of the main solar wind properties during SC22

Slow SW Fast SW
V<450 kmis | V> 450 kmis | CME | HSS
Hours 3289 271 105 7161
Scalar B, nT 5.50 6.73 9.45 5.90
Bx, nT —0.43 -0.09 -1.52 0.15
By, nT 0.04 —0.51 —0.68 0.03
Bz, nT 0.24 -0.39 —0.61 0.00
T,K 54 590 148 250 73 523 146 090
Dens, N/c 11.83 7.45 7.08 6.14
Speed, km/s 367.02 486.46 422.70 507.98
Press, 2.96 341 2.36 2.78
R 18.46 16.99 20.87 16.81
Dst, nT —4.41 —16.79 - —19.98

Similarly to SC21, with its 7 161 hours the next SC22 is characterized with
more than 50 % of the total time of the cycle in which to the Earth reach HSS. During
this time the average density and flow pressure have the lowest values in comparison
to the values when it is observed slow and fast solar wind as well as CME.

Table 4. Averaged values of the main solar wind properties during SC23

Slow SW Fast SW
V<450 km/s | V>a50 km/s | CME | HSS
Hours 7283 342 132 | 98Il
Scalar B, nT 3.86 458 842 | 468
Bx, nT 0.46 T161 046 | —0.19
By, nT 057 113 041 | 008
Bz, nT 0.05 0.08 I3 | 002
T.K 42 251 124360 | 61981 | 132840
Dens, N/ 7.02 3.88 554 | 4.06
Speed, km/s 347.06 51955 | 399.77 | 517.74
Press, 1.46 2.03 157 | 187
R 5.16 1032 898 | 497
Dst, nT 198 T13.32 625 | —12.42

During SC23, time of HSS (9 811 hours) is more than 75 % the total time.
This fact determines condition of relatively high temperature, low density and
pressure. During the period when Earth is under the slow solar wind the average

temperature of the plasma reach its lowest value of 42 251 K.
The general picture has been slightly changed for the last SC24. While the

relative duration of the HSS for the cycle remains more than 50 % of the total time,
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the most of the parameters differ from the previous cycle. Here can be noticed that
the average speed drop under 500 km/s for HSS while the temperature increase more
than 200 000 K.

Table 5. Averaged values of the main solar wind properties during SC24

Slow SW Fast SW
V <450 km/s | V > 450 km/s CME HSS
Hours 7 981 655 128 8 690
Scalar B, nT 5.01 5.12 12.68 5.55
Bx, nT 0.10 —-1.12 —0.76 0.27
By, nT —0.02 0.97 0.12 —0.09
Bz, nT —0.13 —0.21 —0.58 —0.11
T,K 90 625 262 550 80 164 | 205 240
Dens, N/c 10.33 4.47 8.34 6.97
Speed, km/s 362.73 511.37 402.60 | 463.32
Press, 2.39 2.19 2.51 2.53
R 10.29 7.85 12.87 11.07
Dst, nT —6.34 —25.42 —29.84 —17.76

Conclusion

This work presents a study for variation of the solar wind parameters for the
different state, as slow and fast solar wind, coronal mass ejection and high solar wind
speed. The averaged parameters are calculated and discussed for the last four solar
cycles (21+24). The result can be summarized in the following statements:

e The time in which Earth is under the HSS influence is more than 50 % of the
total time in each of the last four solar cycles.

e At SC23 the HSS influence is more than 75 % of the total time.

e Slow solar wind temperature during SC23 reach its lowest value of

42 251 K.

o The averaged parameters of the fast solar wind and HSS have similar values.
e During the last SC24 the averaged HSS speed drops under 500 km/s while
HSS temperature increases more than 200 000 K.
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CJBHYEBUS HUKBJ OT I'NVIEJJHA TOYKA HA BAPUALIMUTE
HA BUCOKOCKOPOCTHUTE TIOTOLUU CIBHYEB BATHP

C. Acenoeécku

Pe3rome
B paborara ca mpeacTaBeHHn BapHallMUTE HAa MAapaMEeTPUTE HA CIILHUCBUS

BATHD 32 MOCIETHUTE YETUPU CIbHUYEBM IUKBIA (21+24) c mogyepTaHO BHUMaHUE

H
II
I
II
(0)

a YCJOBHSTa Ha BHCOKOCKOPOCTEH CIbHYEB BATHP. CpeaHUTE CTOMHOCTU Ha
apaMeTpUTe 3a BCEKM LMKBJ ca MPEeCMETHAaTH U AUCKYTHpaHu. Pesynrarure
OKa3BaT, 4e 3emsTa € MOJ BB3IACHCTBHETO HAa BHCOKOCKOPOCTECH CIIHHUEB BSTHP
oBeue oT 50 % 3a BCEKM OT MOCJIETHUTE YETHPU CITbHYECBH IMKBIA. To3u (akT
OycIiaBsi BKHOCTTA OT M3CJIC/[BAHE HA TIOBEJICHHETO HA TE3H TIOTOIIH.
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Abstract

Some results from measurements of electromagnetic radiation in the frequency range between
110 kHz and 7 GHz on the territory of Sofia Municipality are presented and the observed deviations of
the measured levels from the adopted maximal allowed values are discussed. The development of
methods for evaluation and optimization of electromagnetic emissions in urbanized environments is
suggested and justified, as well as the construction of a monitoring and control system for
electromagnetic radiation and background noise in strongly urbanized territories, such as Sofia
Municipality.

Introduction

One of the environmental energy pollution factors are electromagnetic
fields. As a result of the exclusively wide application of electromagnetic energy in
various human activity domains, the available sources of the Earth’s natural electric
and magnetic fields, atmospheric electricity and Galactic and solar radio radiation
are supplemented by electromagnetic fields of artificial origin. It is a fact that, in a
number of cases, their level exceeds significantly the level of electromagnetic fields
originating from natural sources.

In technical literature, serious concern for the increase of electromagnetic
radiation (EMR) and from there — of the total background noise (BN) is expressed.
Various EMR man-induced sources exist — TV and radio-transmitters, radar
antennae, basic mobile operator stations and more. Recent scientific research shows
that the levels of EMR and BN are already reaching sufficiently high values to cause
disturbances in the electromagnetic compatibility of the available radio equipment,
mostly in urban environment, where their concentration is highest. This calls for the
need to apply specific methods to measure, monitor and forecast the increase of EMR
and BN.

In a strongly developed urban environment where total BN is increased, the
so-called “hot points” or “hot areas” may appear where the electromagnetic field
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level exceeds the health norms set by regulation. This requires developing effective
and reliable methods to forecast the EM circumstances in the vicinity of the typical
communication sources and to assess the compliance with EMR admissible level
norms.

The measurement, continuous monitoring, composing of a database and
evaluation of the parameters of the electromagnetic fields in urban environment are
an important aspect of EMR to achieve healthy living environment. Although no
direct scientific evidence of any relation between EM fields and human diseases is
available, it is necessary to undertake all precautionary measures against the
uncontrolled increase of EMR levels.

To assess the actual circumstances and the characteristic features of the
distribution of EMR in strongly urbanized urban environment, it is required to
perform a series of preliminary measurements in various points of the territory of
Sofia Municipality (SM), various 24-hour intervals, various meteorological
circumstances and various distances to the irradiating antenna [1-8].

Objective of the study

The major objective of this study is to present and analyse some specifics in
the distribution of EMR levels in the districts of SM, which is characterized by
different concentration of ground-based sources (TV and radio-transmitters, radar
antennae, basic mobile operator stations and more), operation in the frequency range
of 680+2500 MHz, and also by different urbanization degree and relief. The
presented analysis of the results from the carried out measurements in different
points of the territory of SM featuring different urbanization degree was made while
implementing the first stage of Contract No. JIH 07/19/2016 with the Scientific
Research Fund, “Methods for Evaluation and Optimization of Electromagnetic
Radiation in Urbanized Environments ”.

Methodology

The study is based on the experience and the developed methods as a result
of the successfully concluded European Project under the SEE-ERA-NET
Programme ‘“Development of Method and Strategy for Monitoring of
Electromagnetic Pollution in the West Balkan Region”, implemented by SRTI-BAS
as a leading organization with partners from Republic of North Macedonia, Slovenia,
and Croatia in 2009 [2].

The measurements were performed in accordance with Regulation No. 9
from 1991 of the Ministry of Health applying a control method according to the
Bulgarian State Standard (BSS) 17137-90 (BJIC 17137-90).
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Used equipment

Two sets of dedicated mobile equipment were used. The first one is
“SPECTRAN”, produce of the German company AARONIA AG, including unit
“SPECTRAN HF 6060 for measurement in the range between 1 MHz and 7 GHz,
with directed antenna of the HyperLOG 6080 type. The results from the
measurements are visualized in real time and are recorded on HP Compaq 6720s
laptop, with installed software of the producing company, providing to carry out
adjustments, measurements, visualization and storage of the results.

The second device is the autonomous station NARDA AMB 8057-03
intended for electromagnetic monitoring of the environment in the frequency range
from 110 kHz to 7 GHz, which provides for continuous autonomous control of
electromagnetic radiation, even in points hardly accessible for observation. Data is
transferred automatically to the server hosting the database, whereas possibility for
remote control of the device is also provided. The results from the measurements are
stored in dedicated database containing information about EMR characteristics,
distribution by frequency and location (coordinates of the measurement points in
geographic information system — GIS).

The mobile equipment Narda AMB 8057-3 provides possibilities for
visualization and reviewing of the information from the measurements for a chosen
interval of time, date, week or twenty-four-hour period for the entire frequency range
(110 kHz =+ 7 GHz), a chosen subinterval of the frequency range (110 kHz + 7 GHz),
peak values or averaged value for a definite frequency, chosen time interval of the
twenty-four-hour period, for observation of fine effects in the distribution of the
irradiated power for a given frequency, whereas the maximal admissible radiation
level for this frequency is marked by a red line.

Both devices are furnished with dedicated software for data storage,
visualization and processing and with a solar panel providing power supply when
operating in autonomous mode, as well as the possibility to transmit the measured
data to a dedicated server located at a distance from the measurement point.

Experimental results

The results from the measurements of EMR intensity at two characteristic
points of SM are presented and analysed. One is located in the ideal centre of Sofia,
a building of SM located in 5, Serdika Street, and the other one is located in Bankya
District. The first measurement point is packed with a lot of administrative buildings
and radiating antennae, accordingly, and the other point is characterised by low
construction and quite diverse relief, but also by a basic mobile operator station in
its immediate vicinity.

Measurements on the territory of Bankya District, in a private house, in
two premises on the second floor of the house, located about 22 m away from another
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house, with antennae of a basic mobile operator station assembled on the roof. The
measurements were carried out by mobile equipment “SPECTRAN HF 6060, in the
range of 700+2 500 MHz, using antenna of the HyperLOG 7060 type, over the time
interval between 10:30 and 11:30 h a.m., in October, in dry weather and air
temperature of about 25° C.

The results from the measurements of the intensity of the energy flow in the
premises — sitting room on the second floor of the house located in 10, Radost Street,
are presented on the following graph which shows the measured values in microwatts
per square centimetre for the time interval between 11:17 and 11:35 h a.m,, i.e.
measurement in the course of 18 minutes.

Fig. 1. Satellite photo of the territory of Bankya District, where the measurements
of the density of EMR energy flow were carried out and the results of the measurements
on a screenshot of the laptop to which the measurement device “SPECTRAN HF 6060

was connected
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The results on the laptop’s screen show the maximal levels of the irradiated
power for the individual frequencies during the measurements. Maximum measured
EMR levels are of about 267 uW/cm? at frequency of 943 MHz are observed.

The next graph, Fig. 2, shows the averaged values of the results from the
measured density of the energy flow in the premises — sitting room on the second
floor of the house, in pW/cm? over time interval between 11:17 and 11:35 h a.m.

microWw/cm 2, 943 MHz , 21.10.2015
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Fig. 2. Averaged values of the results from measuring the density of EMR energy flow
over this time period

It may be seen that the average level of irradiated power is about
244.22 uW/cm?, which is more than 20 times greater than the norm allowed by
standard, 10 uW/cm?. Of this order and a little bit greater were also the values
measured on the terrace of the same floor. This point is located about 22—-25 meters
off the basic station’s irradiating antennae, measured along a direct line.

Measurements in the ideal centre of Sofia, in the building of SM in 5,
Serdika Street, in front of the office of Sofia’s Chief Architect.

Using the mobile equipment Narda AMB 8057-3, which provides for
continuous autonomous control of electromagnetic radiation, long-lasting
uninterrupted measurements of EMR from various sources in the frequency range of
110 kHz + 7 GHz were carried out, including on business days and holidays, for a
period of nearly four months (March — June). Date transmission to the place where
the server was located, its recording and storage in the database was performed
automatically. The results from the measurements in the database contain
information about the characteristics, the distribution by frequency and the location
of the measurement point (coordinates of the measurement points in GIS).

Some results from EMR measurements are shown on the next Fig. 3 which
illustrates clearly the characteristic course of the changes in EMR intensity over the
entire frequency range depending on the intensity of the irradiating antenna and the
number of used mobile communication units.
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Fig. 3. Results from the measurements carried out by the autonomous measurement device
Narda AMB 8057-3. Data from 24—hour continuous measurements for one holiday
and one normal business day is presented.
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The measured values of electromagnetic fields in the range 110 kHz + 7 GHz
for HOLIDAYS feature smooth constant course for all frequencies, much below the
admissible field value of 6 V/m, while in the time period between 07:00 h a.m. and
06:00 h p.m. for BUSINESS DAYS, the expected course is observed, with increased
EMR intensity in the intervals between 02:00 and 06:00 h p.m. The analysis of the
data shows that, irrespective of the increased EMR levels for business days, no cases
of exceeding or even nearing the maximal allowed norm for this frequency range are
observed.

Conclusion

The urbanization degree of a given territory, the number of irradiation
antennae, their power and location has material influence on EMR intensity and BN
level. The cases of exceeding the maximal allowed norms according to BSS in some
individual points of SM are rather an exception. The primary reasons for available
single cases of exceeding the allowed norms may be discrepancies during the
approval of the city regulation plan for the respective district and lack of coordination
between the construction supervision bodies and the bodies controlling the assembly
of new irradiating antennae.

These results and conclusions prove the need of development of EMR
evaluation and optimization methods in urbanized environments. Based on this, it is
necessary to undertake construction of a System for Monitoring and Control of
Electromagnetic Pollution on the Territory of SM using autonomous stations of the
type of Narda AMB 8057-3, connected to a GIS. This system will provide data to
State and Municipal bodies enabling to control and manage EMR and BN, as well to
inform the citizens about environmental EMR.

The basic components of this System for Monitoring and Control of
Electromagnetic Pollution on the Territory of SM aiming to manage the information
about environment, to plan and develop infrastructure and to provide for sustainable
development of Sofia include:

- Sufficient number of available ground-based stations of the type of the
mobile equipment NARDA AMB 8057, located in different points of SM (one for
each metropolitan district may be envisaged), operating in a connected mode and
measuring within the frequency range of 10 Hz + 7 GHz;

- The data from the antennae shall be recorded automatically on a special
server in digital form and an option for their visualization for any chosen time
interval in the required form shall be provided;

- A dedicated database referred to the GIS, with definite modes and access
levels intended to inform the public, as well as to be used by the Municipal and State
bodies during the preparation, planning and taking of different managerial decisions;
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- Composing of maps of SM territory, referred to GIS, on the overall and by
individual districts, presenting the distribution of EMR and BN levels over a definite
period, using dedicated software developed for the purpose;

- Composing of maps of SM territory, referred to GIS, with forecast EMR
levels, based on recorded data about the location and the powers irradiated by the
SM-licensed antennae of firms and State organizations using the dedicated software;

- Establishment of a control centre furnished with data collection server;
management of the station network; database in GIS system; preparation of
information for the population; preparation of information and analyses on the
request of Municipal and State bodies; provision of information about EMR levels
to SM for a remuneration on the request of external clients.

- Preparation for application of a version of this system for the needs of other
Municipalities on the territory of the country.

The System for Monitoring and Control of Electromagnetic Pollution on the
Territory of SM should provide for development, adaptation and superstructuring,
accounting for future recommendations and requirements of the EU and other
international organizations, such as the World Health Organization (WHO), the
International Commission on Non-Ionizing Radiation Protection (ICNIRP).

Appreciation: The authors pay their gratitude to the Scientific Research
Fund for the provided financial support for this article prepared while implementing

Contract No. JIH 07/19/2016.
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HAKOHU OCOBEHOCTHU B PASNIPEAEJIEHUETO
HA EJIJEKTPOMAT'HUTHOTO 3AMBPCSBAHE HA TEPUTOPUATA
HA CTOJIMYHA OBIIINHA

T. Anopeesa-Hewesa, /I. Teo0oocuee, H. Hnues

Pe3rome

[IpencraBenu ca HAKOM PE3yNTaTH OT U3MEPBAHMS HA €IEKTPOMArHUTHUTE
M3bUBaHUsA, B 4ecTOTHHs auana3oH oT 110 kHz no 7 GHz nHa Teputopusra Ha
CronnuHa OOIIMHA M Ca AUCKYTUPaHH HaONIOJaBaHW OTKIIOHEHUS B M3MEPEHUTE
HHUBA, OT IPUETUTE NPEAETHO JOITyCTUMH HOpMU. [IpeioskeHo 1 apryMeHTUPaHo €
pa3paboTBaHETO HAa METOIM 3a OLECHKA M ONTUMH3MPAHE HA €NEKTPOMArHUTHHUTE
W3TBUBAHUS B YPOAHNU3UPAHU CPEIH U M3TPaXTaHETO Ha CHCTEMA 32 MOHUTOPHHT Ha
EMM u @I B cuitHo ypbaHu3upaHu TepuTopuu, karo CtoaunyHa oOImuHa.
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Abstract

The paper presents the results of forest cover change mapping in two study areas in Bulgaria
(in mountainous and plain-hilly terrain) for period of about 20 years. A comparison was made of two
approaches for classification of multitemporal SPOT HRV/HRVIR data with 20 m spatial resolution.
The first approach was the post-classification comparison, i.e. pixel-by-pixel comparison of forest/non-
forest maps produced by separate classifications of the images from the two ends of the time period.
The second approach was a direct multitemporal classification of an image stack comprised of the two-
date image data. Following international guidance, instead of counting pixels in the map to obtain the
area of forest loss and gain, the areas were estimated by applying an unbiased estimator to sample
data collected by stratified random sampling. The map was used to stratify the study areas. Producer’s,
user’s and overall accuracy were also estimated using the sample data. A comparison of accuracy and
area estimates, and confidence intervals of estimates, showed that the map produced by direct
multitemporal classification was more accurate. It yielded consistently higher class-specific accuracies
than the map made by post-classification comparison. As expected, the accuracies of the change classes
— forest disturbance and reforestation — were significantly lower than that of the stable classes
regardless of the change detection approach. Finally, practical issues and guidelines for future forest
change detection studies were discussed.

Introduction

Bulgarian forestry and agriculture have been experiencing transformations
for several decades as a result of the transition to market economy, demographic
processes, and the adoption of the EU Common Agricultural Policy (CAP). These
transformations are accompanied with change in land use and land cover.
Abandonment of pastures in mountainous and semi-mountainous regions and their
natural reforestation were widespread in 1990s [1]. More recently, the opposite
changes may be occasionally observed, namely that young forests are cleared and
land is back transformed into pastures, a process which is stimulated by the CAP
payments for maintaining pastures in good condition. In the meantime illegal logging
increases as well as the development activity in forest areas (e.g. construction of new
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ski resorts and facilities) [2]. In addition to these factors, forest disturbance due to
wildfires and pest infestation are not uncommon and may affect significant area
[3-5].

Mapping of areas of forest cover gain and loss in Bulgaria using traditional
forest inventory data is practically impossible because of the lack of archived
georeferenced data. Remote sensing is an alternative data source, which provides
both high spatial resolution and historical perspective. In this context, the study has
been initiated to evaluate the possibilities of using 20 m SPOT HRV/HRVIR
imagery for change detection in Bulgarian forests. It was carried out as a pilot study
in two test areas and the aim was to provide guidelines for future applications of
SPOT data for forest change detection at country level. The SPOT data were selected
because of the long image archive dating back to 1980s and the higher spatial
resolution as compared to Landsat.

A major concern in every forest change mapping effort is the selection of
digital change detection method. A variety of digital change detection techniques
utilising satellite image data has become available in the recent decades to monitor
ecosystem changes, including forest cover gain and loss [6]. Although sophisticated
methods to continuously detect changes over a period of time have been proposed
(e.g. [7]) the bi-temporal change detection, i.e. using an image from each end of the
time interval of interest, is still widely used when dense image time series cannot be
compiled. Two of the most common bi-temporal change detection methods are post-
classification comparison (PCC) [8, 9] and multitemporal classification (MTC)
[10-12]. The first method involves application of spectral classification on each
image independently and then pixel-by-pixel comparison to detect changes in land
cover type [6]. The second method applies spectral classification on an image stack,
combining data from both dates. The relative performance of the two methods has
rarely been evaluated. One example is Mas [13] who compared quantitatively the
two methods applying them to Landsat MSS data to map changes in five land cover
classes in a tropical region. He found that the post-classification comparison
produced significantly higher accuracy than multitemporal classification did. On the
other hand, the team led by Olofsson [14], in a comparison of forest cover change
maps across Romania, reported considerably lower accuracy due to large
commission errors in the map generated by post-classification comparison compared
to multitemporal classification. Using simulated data Almutairi and Warner [15]
showed that the two methods perform very similarly with the multitemporal
classification approach being slightly more accurate.

The objectives of this study are: 1) to assess how accurately forest cover
change in Bulgaria can be mapped using 20 m SPOT HRV/HRVIR imagery, and 2)
to evaluate the relative performance of post-classification comparison and
multitemporal classification as change detection methods. The paper should be
regarded as a Bulgarian case study and we do not try to generalize our results
regarding the two change detection methods over other regions or image types.
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Study area

Two study areas with contrasting physiography and land use patterns are
selected (Fig. 1). They represent wide range of conditions in terms of topography,
forest types and land-use patterns and are representative for a large part of Bulgaria.

Fig. 1. Maps of the two study areas showing the SPOT imagery
and the panchromatic aerial photographs used in the study.
The change detection was carried out for the hatched areas.

Study area 1 covers the Rila Mountains (2925 m a.s.l.) and the surrounding
basins. It features high relief, extensive natural coniferous forests and land use
dominated by forestry, nature conservation, tourism, and agriculture. The main
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species in the coniferous forests are Scots pine, Norway spruce, and Mountain
(dwarf) pine. Steep slopes and deeply incised valleys are characteristic for Study
area 1 and allow for testing the change detection algorithms in complicated
topographic setting. The main factors for the forest change in the area are timber
industry, infrastructure and development projects, including for ski resorts, natural
regeneration of trees on abandoned pastures, and wildfires.

Study area 2 is located in the western part of the Strandzha Mountains where
hilly relief predominates. Forests are mostly broadleaved (Turkey oak, Hungarian
oak, Quercus polycarpa, etc.) with some sparse coniferous plantations. Agricultural
lands are widespread and dominate in the west part of Study area 2. The changes in
the forest cover are mostly the result of timber industry (logging and establishment
of forest plantations), forest succession on abandoned land, and wildfires. The
eastern part of the area is characterized by extensive forests while the western part is
more fragmented with land use dominated by agriculture and settlements.

Data and methods

SPOT data

In each study area, changes were investigated using two SPOT images — a
base image dated 1986 and a second image dated 2012 (Study area 1) or 2005 (Study
area 2) (Table 1). To cover the entire Study area 2, two SPOT scenes were needed
in 1986. The scenes were acquired at the same time by the two SPOT 1 HRV
instruments. Scenes acquired in the end of the summer (August or September) are
used because in this season forest can be easily distinguished from most grasslands
and crops. In spring, this discrimination is challenging, particularly for the
broadleaved and young coniferous stands. The SPOT data were provided at Level
1A and were orthorectified in ERDAS IMAGINE using ASTER GDEM v2. Firstly,
the three base scenes were processed using ground control points (GCP) taken from
the 2010 Digital Orthophoto Map of Bulgaria. In Study area 1, GCP measured in the
field were also used to check the reliability of the orthophoto map in mountainous
area. The number of control and checkpoints and the error of orthorectification are
shown in Table 2. The total error for each image is less than one pixel. Secondly, the
“modern” scenes in the two study areas were orthorectified using the same (SPOT)
sensor model in ERDAS IMAGINE and the same DEM data but the control points
were automatically generated by the image-to-image matching module AutoSync
and the already corrected base scenes as a reference. Checkpoints were not used and
the accuracy not tested. All images were resampled to 20 m using the nearest
neighbour method. The SWIR band of the SPOT 4 image (Study area 1) was not
used in the analysis.
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Table 1. SPOT scenes used in the study

SPOT scene ID Date Satellite Study area
10882658609070929252X 7 Sept 1986 SPOT 1 Study area 1
408926512092408312321 24 Sept 2012 SPOT 4 Study area 1
10952658608180913511X 18 Aug 1986 SPOT 1 Study area 2
10962658608180913492X 18 Aug 1986 SPOT 1 Study area 2
20962650508120915521X 12 Aug 2005 SPOT 2 Study area 2

Table 2. Results from the orthorectification of the base SPOT scenes. The Root Mean
Square Error in pixels for the x-axis (RMSEX), for the y-axis (RMSEy), and the total error
(RMSEt) are shown. Errors are calculated using the checkpoints.

Number of Number of

SPOT scene 1D S;;Jedg control check RMSEx RMSEy RMSEt
points points

10882658609070929252X ztrigyl 50 8 04342 03371 0.5496

10952658608180913511X ?rlégyz 32 7 04663 04391 0.6405

10962658608180913492X ztr‘é‘;yz 33 7 02470 02240 0.3334

As part of preprocessing the SPOT data, DN-values were transformed to top
of the atmosphere (TOA) reflectance using Equation (1):

(1) _ mxLyxd?
Pr= ESUN;%cosfg’

where L, is the spectral radiance (W/(m? sr um)), d is the Earth-Sun distance for the
image acquisition date (astronomical units), ESUN; is the solar exoatmospheric
spectral irradiances for each band (W/(m? pm)), and 6; is the Sun zenith angle. The
spectral radiance L, for each band is calculated using the gain and offset values
provided with the image metadata. There one can find also the ESUN; values for the
SPOT bands. After the calculation of the TOA reflectance values the radiometric
inconsistency between the two 1986 scenes in Study area 2 were much reduced (Fig.
2) and they were mosaicked without further relative normalisation.

Auxiliary image data

High resolution aerial photos were used as a reference data and for collecting
training and test datasets for the change detection procedure. To characterize the
latter time point, we used the Digital Orthophoto Maps of Bulgaria for 2006 and
2010. The data were available for the entire territory of the two study areas. They
represent image tiles in true colour and sub-meter spatial resolution.
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Fig. 2. Excerpts from mosaics of the two 1986 scenes for Study area 2 produced by using a)
raw DN data and b) top of the atmosphere reflectance data. The seam line is highlighted.

To characterize the base time point we used archive black and white aerial
photographs acquired in 1988 (Study area 1) and 1986 (Study area 2). Unfortunately,
these data were available only for part of the territory of the two study areas. The
aerial photographs were orthorectified in ERDAS IMAGINE. The coverage of the
orthorectified images is shown in Fig. 1. The accuracy of the orthorectified images
is summarized in Table 3.

Table 3. Accuracy statistics of the orthorectified black and white aerial photographs

Study area Photogrametric Number Number of RMSE (m)

block number/year  of frames  checkpoints X Y YA

Study areal 1/1988 11 20 (16)* 219 247 513
2/1988 21 11 149 1.82 6.99

3/1988 12 17 331 428 9.72

Study area2 1/1986 18 16 0.83 136 3.09
2/1986 6 7 066 117 1.69

3/1986 6 4 058 1.07 273

4/1986 2 2 098 0.34 3.13

* the number of checkpoints on the z axis is shown in parenthesis.

Methods

Image classification was selected for the change detection because this
method not only can detect changes in the scene but also characterize the type of
change. A simple classification scheme with four classes of land cover transition was
used: forest disturbance, reforestation, permanent forest, and permanent non forest.
The image classification technique is used in two ways in change detection studies.
The first approach is the post-classification comparison where the image for each
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date is classified separately to produce forest/non forest maps; the two maps are then
compared to produce the change detection map. The second approach involves
stacking the two images (from the beginning and the end of the period) and
classifying them as a single dataset; the change detection map is thus produced in
one step. Regardless of the approach the SPOT image data were classified using the
Support Vector Machines (SVM) method. The model parameterization and the
classification were applied in EnMAP-Box software [16]. The program was set to
search for the optimal values of the Gaussian RBF Kernel parameter g and the
regularization parameter C. The search range was set initially to 0.001+1 500 and
expanded if the number of support vectors was small. The training procedures for
the two change detection approaches are outlined in the next sections.

Approach 1: Post-classification comparison

To train the classifier we used a set of pixels collected in two steps. First,
each study area was stratified into forest and non-forest using the CORINE Land
Cover dataset and 1 000 random points were generated in each stratum. The type of
land cover (forest vs. non-forest) for each point and each date was determined
through visual interpretation of the auxiliary high resolution image data and the
SPOT imagery. To assign the point to one of the classes we visually interpreted the
land cover in a square plot with size 40 m centred at the point. The plots which are
at the border of forest and non-forest patches were discarded. Using this sample of
pixels we performed preliminary classifications and determined regions/land cover
types which were incorrectly classified. Based on this knowledge we manually added
more points in these problematic regions/land cover types. The reason for this
approach is that in order to distinguish between spectrally similar classes the SVM
is focusing on the training samples that lie at the edge of the class distributions [17].
That is why we need to provide more training samples representing ambiguous land
cover types. The final number of training samples used in each classification is
shown in Table 4.

Table 4. Number of training pixels per class for the four SPOT image classifications

Study area Date (year) Forest Non forest
1086 928 832
Study area 1 2012 1018 764
1086 707 1002
Study area 2 2005 796 937

To produce the forest/non-forest maps we used the entire sample to train the
classifier (Table 4). Then, the same data were used for assessing the accuracy of the
individual forest/non-forest maps by applying 10-fold cross validation. For each date
and study area we made 10 classifications each time using 90 % of the available
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sample for training and the rest 10 % for validation. Pixels used for accuracy
assessment are not repeated between iterations. We then calculated the overall
accuracy, Kappa, User's accuracy and Producer's accuracy as an average of these
measures from the ten iterations.

Finally the forest/non-forest maps from the two time points were compared
and forest change maps produced for each study area. The maps were further
processed to eliminate class patches smaller than 1 ha. In this way many forest
disturbance or reforestation patches, which most probably resulted from miss-
registration errors were removed. To estimate the area and accuracy of map
categories of the change map, an independent sample was selected by stratified
random sample with the strata defined by the map classes. A total of 150 sample
units were used in each study area. The number was subjectively chosen and the
main criterion was the time needed to collect the reference data for each
classification approach and study area (600 sample units in total). The overall
sampling intensity was distributed between the classes using Equation (2) [18]:

@ m=px(5)+(E)x6)

where n; is the number of points for class i, pi is the proportion of the mapped area
of class i, n is the overall sampling intensity (in this case n = 150), and K is the number
of classes (in this case k = 4). Error-adjusted estimates of the areas of the thematic
classes and map accuracy statistics (including 95 % confidence intervals) were
produced following the recommendations of Olofsson et al. [14, 19].

Approach 2: Multitemporal classification

In the multitemporal classification, training data for the four classes — forest
disturbance, reforestation, permanent forest, and permanent non-forest — were
needed. As the territories occupied by the first two classes are small (and unknown)
it was not feasible to distribute training pixels randomly. To guaranty that sufficient
number of pixels was selected to characterise the small classes we searched the entire
study areas systematically and selected training pixels manually. The study areas
were covered with 10 km % 10 km grid and within each cell we tried to select a
minimum of 4 (maximum 8) pixels from each class. In fact, several cells possessed
no forest disturbance or reforestation patches which could be visually identified. As
in Approach 1, preliminary classification was performed and additional training
samples were added after examining the results. The numbers of training pixels used
in Study area 1 were 118, 152, 96, and 116 for permanent forest, permanent non-
forest, forest disturbance, and reforestation respectively. In Study area 2 the
corresponding numbers were 125, 128, 72, and 102. Similarly to Approach 1, the
forest change maps were post-processed in order to remove patches smaller
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than 1 ha. The accuracy of the forest change maps was assessed using stratified
random sample with the strata defined by the map classes. 150 points (different from
those of Approach 1) were used in each study area. The same methods as specified
above were used to produce the error-matrix, area estimates, and the accuracy
estimates.

Results
Approach 1: Post-classification comparison

The results from the accuracy assessment of the forest/non-forest maps
(Table 5) show that the SVM classifier produced very accurate forest/non-forest
maps in all four cases. The overall accuracy is between 95 % and 97 % for different
dates and study areas. The forest change maps produced by comparison of these
forest/non-forest maps are shown in Fig. 3 and the error matrices for the two study
areas are presented in Table 6. The overall (error-adjusted) accuracy of the forest
change maps is 85 % and 92 % for Study area 1 and Study area 2 respectively. These
values are also relatively high, even though they are, as expected, lower than the
accuracies of the individual forest/non-forest classifications. The class accuracies,
however review more complex picture. The User and Producer Accuracies of the
“Permanent forest” and “Permanent non-forest” classes are generally high in the two
study areas — between 87 % and 97 %. However the User Accuracy of the change
classes — “Forest disturbance” and “Reforestation” is very low, ranging from 50 %
to 65 % and the Producer Accuracy is even lower (between 26 % and 52 %). This
indicates that the PCC failed to accurately map the forest change. More severe is the
problem in Study area 1 where forest disturbance is confused with permanent non-
forest and reforestation is confused with both permanent land cover classes
(Table 6). Similar is the situation in Study area 2, but here reforestation is mainly
confused with permanent non-forest. In fact Producer Accuracies of the change
classes are not significant except for “Reforestation” in Study area 2. The high errors
for the change classes are likely to result in strong bias of the mapped class areas and
this is suggested also from the estimated (error-adjusted) areas, which deviate
markedly from the mapped areas (Table 7). It should be pointed out that the
confidence intervals of the estimated areas are very wide, which make the estimates
not very useful. For the forest disturbance class the estimated areas are not
significantly different from 0 (i.e. the margin of error is > 100, Table 7). The error-
adjusted areas of forest change (Table 7) show that reforestation prevails over forest
disturbance in both study areas. The reforested area in Study area 1 is estimated to
277 km? (11 % of the area), while in Study area 2 it is estimated to 212 km? (7 % of
the area).
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Table 5. Results from the 10-fold cross validation of the four forest/non-forest
classifications

Study Overall  Kappa User Acc. Prod. Acc.  Average number of test
area/Date accuracy (%) pixels per iteration
(%) F NF F NF  Total F NF

Study area 1
1986  94.6 89.1 949 945 949 942 176 93 83
2012  96.1 919 956 967 97.7 940 178 102 76
Study area 2
1986 974 945 973 975 963 981 171 71 100
2005 974 947 972 977 971 975 173 80 94

Table 6. Accuracy assessment of the post-classification comparison (Approach 1) change
maps of the two study areas. The error matrices are expressed as estimated area
proportions. Map categories are the rows while the reference categories are the columns.
Accuracy measures are presented with a 95% confidence interval. Wi = proportion of area
of class i in the map, ni = number of sample pixels of class i.

Permanent Permanent Florest Refores-
distur-

forest non-forest tation
bance

Study area 1: Overall accuracy = 0.854 + 0.058

E)ig:ta”em 0.480 0.009 0.000 0.046 0.536 58 0.897+0.079 0.927+0.039
Permanent
non-forest
Forest
disturbance 0.005 0.000 0.006 0.001 0.011 20 0.500+0.225 0.258+0.946

Reforestation ~ 0.025 0.012 0.000 0.040 0.077 25 0.520 0.2 0.363+0.404
Study area 2: Overall accuracy = 0.918 + 0.042

Wi ni UserAcc. Prod. Acc.

0.008 0.328 0.016 0.024 0.376 47 0.872+0.096 0.938+0.057

Permanent  (0.248 0.007 0.007 0.007 0.269 39 0.923+0.085 0.925+0.042
forest

Permanent  0.000 0.624 0.000 0.029 0.653 67 0.955+0.050 0.971+0.025
non forest

Forest 0.003 0.001 0.007 0.000 0.011 20 0.650%0.214 0.504+0.903
disturbance

Reforestation 0.017 0.011 0.000 0.039 0.067 24 0.583%+0.201 0.521+0.441
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Fig. 3. Forest change maps of Study area 1 (1986 — 2012) and Study area 2 (1986 — 2005)
produced by post-classification comparison. Classifications are cleaned-up removing
patches smaller than 1 ha.
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Table 7. Class areas according to change maps (Mapped areas) and estimated areas
with 95 % confidence intervals (ClI). Margin of error is the ratio of confidence interval
to estimated area expressed as percentage. Map bias is the difference of mapped and
estimated area.

Mapped  Estimated Map bias + 95% Cl Margin
area area [km?] [km?] of error
[km?] [km?] [%]
PCC Study area 1
Permanent forest 1336.9 1293.0 44 121 9
Permanent non forest  938.4 872.6 66 107 12
Forest disturbance  27.8 53.9 -26 56 104
Reforestation 193.4 277.1 -84 127 46
Study area 2
Permanent forest  755.7 753.9 2 74 10
Permanent non forest 1834.1 1804.4 30 105 6
Forest disturbance  30.3 39.1 -9 39 100
Reforestation  189.1 211.8 -23 108 51
MTC Study area 1
Permanent forest 1269.5 1241.1 28 121 10
Permanent non forest 976.5 912.7 64 117 13
Forest disturbance  27.3 63.1 -36 61 97
Reforestation  223.2 279.6 -56 111 40
Study area 2
Permanent forest 861.2 897.8 37 117 13
Permanent non forest 1766.2 1703.5 63 133 8
Forest disturbance  33.8 71.3 -38 68 95
Reforestation  148.1 136.6 12 61 45

Approach 2: Multitemporal classification

Figure 4 shows the forest change maps resulting from the multitemporal
classifications. Visually, results are very similar to those obtained with the post-
classification comparison approach. A closer look reviews that, in general, forest
disturbance and reforestation patches identified by the two approaches spatially
coincide, at least for the largest patches. The overall accuracy of the forest change
maps is 87 % and 91 % for Study area 1 and Study area 2 respectively (Table 8).
These figures are similar to those for the PCC change maps. As may be expected,
the pattern of class accuracies for the MTC is the same as that for the PCC with the
accuracy of the permanent land cover classes being higher than the accuracy of the
change classes. The User and Producer Accuracies of the “Permanent forest” and
“Permanent non forest” classes are between 85 % and 96 %. The MTC approach
performed better compared with the PCC in terms of accuracy of the “Reforestation”
class (from 54 % to 80 %), the measures being significant for both study areas
(Table 8).
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Fig. 4. Forest change maps of Study area 1 (1986-2012) and Study area 2 (1986—2005)
produced by multitemporal classification. Classifications are cleaned-up removing patches
smaller than 1 ha.
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Table 8. Accuracy assessment of the multitemporal classification (Approach 2) change
maps of the two study areas. The error matrices are expressed as estimated area
proportions. Map categories are the rows while the reference categories are the columns.
Accuracy measures are presented with a 95 % confidence interval. Wi = proportion of area
of class i in the map, ni = number of sample pixels of class i.

Forest

Permanent Permanent distur- Refores- Wooon User  Prod.
forest non forest tation ' " Acc. Acc.

bance

Study area 1: Overall accuracy = 0.867 + 0.057
Permanent 0.912 0.933
forest 0.464 0.009 0.009 0.027 0.509 57 +0.074 +0.054
Permanent 0.854 0.914
non forest 0.024 0.334 0.008 0.024 0.391 48 +0.101 +0.060
Forest 0.750 0.324
disturbance 0.002 0.001 0.008 0.000 0.011 20 #0.195 =+0.877
0.680 0.543
Reforestation 0.007 0.021 0.000 0.061 0.089 25 +0.187 =+0.342

Study area 2: Overall accuracy = 0.912 + 0.049
Permanent 0.929 0.891
forest 0.285 0.015 0.007 0.000 0.307 42 +0.079 =+0.092
Permanent 0.923 0.957
non forest 0.029 0.580 0.010 0.010 0.629 65 +0.065 =+0.032
Forest 0.700 0.331
disturbance 0.004 0.000 0.008 0.000 0.012 20 +0.206 =+0.836
0.739 0.801
Reforestation 0.002 0.011 0.000 0.039 0.0563 23 +0.183 +0.350

Interestingly, the MTC approach confirm that the reforestation in Study area
1 tend to mix with both stable classes, while in Study area 2 it is confused with the
permanent non-forest (Table 8). Forest disturbance is, again, the class that is most
difficult to map. Even though the results are still unsatisfactory, the MTC performed
better than PCC for that class, with User Accuracies over 70 % and Producer
Accuracies of 32 %. Note, however that Producer Accuracy are again not statistically
significant. The estimated areas of forest change classes are significant (Table 7) but
the confidence intervals are quite wide especially for the “Forest disturbance” class.
The MTC approach confirm that reforestation prevails over forest disturbance in
both study areas. The reforested area in Study area 1 is estimated to 280 km? (11 %
of the area), while in Study area 2 it is estimated to 137 km? (5 % of the area). The
disturbed forest area is estimated to 63 km? in Study area 1 and to 71 km? in
Study area 2.
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Discussion and conclusions

With this study, we attempted to test the possibility for automatic change
detection and mapping of forest cover change in Bulgaria through satellite image
processing. Using satellite imagery for change detection has the advantage of large
area coverage but with the drawback of results never being perfect. Classification
errors are inevitable in all classifications of satellite data into land surface features
but the characteristics of the Bulgarian landscape with its hilly, patchy and varying
terrain make it especially difficult to map. The relatively poor classification results
for the forest cover change classes in this study proved this. As a result, instead of
counting pixels in maps, areas need to be estimated by applying unbiased estimators
to sample data of observations of reference conditions on the land surface [14]. A
priory knowledge of the spatial distribution of disturbance and reforestation in the
two study areas suggests that the SPOT-derived classifications managed to detect the
main forest change events (for example stand replacing wildfires), but still
significant misclassifications were observed. Thus, further improvement is needed
to make satellite-derived change detection maps more useful, not only for
stratification for reference data collection, but for other spatial analyses too. The
main findings from this study and implications for monitoring the state of Bulgarian
forests are discussed in the following paragraphs.

The SVM classification method has proven successful in classifying
multispectral satellite data. It is particularly suitable for binary problems (like
forest/non-forest maps) and, in contrast to the traditional parametric algorithms like
maximum likelihood, can handle multimodal classes (e.g. non-forest). The results
from Approach 1 suggest that SVM is, in most cases, very accurate in discriminating
forest from other types of land cover in the two study areas (Table 5) and this can be
attributed to a larger extend to the enhanced parameterization procedure
implemented in EnMAP-Box [16], which automatically search for the optimal
values of the parameters g and C. However, some misclassification may still be
observed even in this “simple” binary classifications. For example in Study area 1
the meadows along mountain river courses stay green in autumn because of the great
soil moisture. These wet meadows have similar spectral characteristics to the
broadleaved forest and are partly misclassified. Most other grasslands can easily be
distinguished from forest in this season because their vegetative growth had already
ceased. Another problematic vegetation type is the Juniperus sibirica communities
above the tree line, which are partly misclassified as forest. In Study area 2, we
observed errors in the classification of vineyards. Despite these difficulties, the
accuracy of the SVM forest/non-forest maps is generally very high (Table 5). As
regards the overall accuracy of the forest cover change maps, these are also relatively
high. For Study area 1 maximal accuracy of 87 % was achieved and for Study area
2 the corresponding value was 92 %. These are however overall map accuracies that
are not of primary interest in a change detection study. Regarding the two change
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classes results are worse. Irrespective of the change detection approach, the “Forest
disturbance” class had maximal User accuracy of 75 % and maximal Producer
accuracy of 32 % in Study area 1. In Study area 2 these values are 71 % and 50 %
respectively. The “Reforestation” class had maximal User accuracy of 68 % and
maximal Producer accuracy of 54 % in Study area 1. In Study area 2 these values are
74 % and 80 % respectively. These figures show that: 1) the maximal User accuracies
for the two change classes that have been achieved are similar for the two study areas
and 2) the Producer accuracy tend to be lower than the User accuracy; it is more
variable and, in most cases, unsatisfactory. Similar results to those presented here
have been reported in literature, for example Baumann et al. [20]. Their accuracies
are, however, slightly higher.

The 20 m spatial resolution of the SPOT imagery used in this study seems
to be fine enough to allow for even small patches of stand-replacing change to be
portrayed in the images. This is important because in Bulgarian forests changes may
occur in many small areas rather than in large clear cuts. This spatial resolution also
allows for accurate mapping of forest stand borders even if the forest patches are
fragmented and complex in shape (e.g. linear features along roads and rivers).
Disadvantage of the SPOT imagery is that their precise georeferencing is challenging
because of the difficulties in recognizing ground control points on the image. Table 2
shows that the accuracy of the orthorectified SPOT data is half a pixel. Thus the
cumulative positional error produced when two imagery are overlaid is at the
magnitude of one pixel. This made the detection of changes in the border areas of
forest stands problematic and also leads to a large number of false change detections.

In this study, we used two simple and common change detection approaches,
namely comparison of thematic maps from two different time points (post
classification comparison) and multitemporal classification. From practical point of
view, the first approach is probably to be preferred because it does not use training
data for the two change classes. The multitemporal approach may appear more
challenging because of the small area of forest change and the difficulty in collecting
training data representing forest change. In short, binary classification of forest and
non-forest is more straightforward than multitemporal classification where an
additional time dimension is introduced. However, both approaches are technically
feasible if SVM is used because this classification algorithm does not require large
training dataset. Our comparison of the two approaches does not provide a definitive
answer which of them is more accurate because the two experiments presented here
are not directly comparable (different training data are used in each case including
such collected manually). Instead we tried to follow literature-derived good practices
(where available) to get the maximum performance of each procedure. For example,
the advantage of Approach 1 is that large number of randomly distributed forest and
non-forest training pixels can be collected in short time and we used between 700
and 1 000 per class (Kuemmerle et al. [9], for example, recommend using minimum

57



300 to 500 ground truth points per class). As expected, the class-specific accuracies
are quite similar for the two stable land cover classes and considerably higher than
the accuracy of the change classes. The multitemporal approach performed better in
our study areas as evident by the consistently higher class-specific accuracies of the
change classes, but still the Producers Accuracies of the “Forest disturbance” class
were not significant. More interesting than accuracy is the uncertainty of the
estimates of the areas of forest disturbance and regeneration. The margins of error
for the area estimates, defined here as the ratio of the 95 % confidence interval to the
area estimate, are smaller when using the change map created by multitemporal
classification to stratify the study areas. The area estimates of forest disturbance were
not significantly different from zero in neither study area when using the change map
constructed by post classification comparison as stratification. All area estimates are
rather uncertain with no margin of error being less than 40 % but this is consequence
of the small sample sizes in addition to the accuracy of the stratifications. A larger
sample would have resulted in higher precision. Note that the change map created
by multitemporal classification used much smaller training dataset than that used in
the post-classification example. It is fair to assume that had more training data been
used with the multitemporal approach the difference in accuracy between the two
approaches would have been even greater.

Most forests in Bulgaria are actively managed and regularly inventoried and
these activities provide statistical data to assess forested area and its change at
national scale. For example, the Executive Forest Agency (EFA) reported increase
in forest area from 3.14 million ha to 3.72 million ha between 1965 and 2008 [21],
which is an annual gain of 0.42 %. However, the effect of some processes like forest
removal by illegal logging and forest establishment on abandoned agricultural land
(mostly pastures) may not be well accounted for in the EFA reports. The abandoned
pastures are not part of the lands managed by the State Forestry Enterprises and their
rate of reforestation is thus poorly known. Other problem is that the inventory
information is available mainly on paper [21] and geospatial technologies are not
used effectively or not used at all. It is also widely acknowledged that the access of
society and the research community to information about forest (e.g. metadata,
methodology used to collect information, accuracy assessment of data, etc.) is
difficult. Another source of information that can be used to evaluate the changes in
forest area is the CORINE Land Cover (CLC) dataset [22]. A shortcoming of the
CLC change layer is that the minimum area of detected changes is 5 ha as opposed
to 1 ha in this study. The methods tested in this study may complement the existing
sources of information and further improve our understanding of the rates of forest
change in Bulgaria. Remote sensing data are currently not used for this purpose in a
systematic way neither by the national or regional forest authorities nor by the
research community. In this context, it is important to evaluate the possibilities and
the limitations of using satellite data and estimation techniques for assessing forest
change from the perspective of the Bulgarian conditions, i.e. forest types, forestry
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practices, land use pattern, etc. By examining the performance of two change
detection approaches on two contrasting study areas this paper tries to contributes to
the development in that direction. Even though we used SPOT images, the same
change detection techniques may be applied with free satellite data like Landsat and
Sentinel-2. With the perspective of collecting longer time series of Sentinel-2 data
in the coming years, the need of capacity building for processing these data became
obvious. Efforts and networks as GOFC-GOLD, the establishment of good practice
guidelines in forest change detection [12], and the availability of free software (e.g.
BEEODA, EnMAP-Box) are valuable for the capacity building in Bulgaria.

Based on the experience gained in this study we can formulate several
conclusions and guidelines in support of future studies:

» Comparing highly accurate forest/non-forest maps of the same area does
not necessarily yield maps of forest cover change of high accuracy — or even
accuracy that is significantly different from zero.

* The magnitude of area and accuracy estimates of forest/non-forest maps
should not be used to communicate the accuracy and area bias of change maps
constructed by post-classification comparison — an independent assessment of the
change map is required.

* The multitemporal classification approach yielded maps that were more
accurate and stratifications more efficient compared to the maps created by the post-
classification comparison. However, the Producers Accuracy of the “Forest
disturbance” class was not significant even with the MTC approach. Larger sample,
than that used in this study, should be used to assess accuracy of classes with small
areas as the “Forest disturbance” in our two study areas.

* Areas of forest disturbance and regeneration estimated by applying a
stratified estimator to sample data were all significantly different from zero when the
study areas were stratified using the change maps created by the multitemporal
approach, even though just 150 sample units were collected.

* Multitemporal classification by non-parametric algorithms of forest
change combined with stratified estimation can be easily implemented in open
source software, and can help Bulgarian Universities, NGOs, and Government
agencies in monitoring forest and collecting independent, statistically sound data of
change rates.

* Possibilities to increase the geometric accuracy of the orthorectified SPOT
imagery by using higher resolution/more accurate DEM and higher number of GCPs,
etc. should be further evaluated.

* Studies that make use of auxiliary information to separate forest from
spectrally-similar vegetation classes (including phenological information and expert
knowledge, i.e. manual editing of the classification output) should be attempted in
search of improvement of the accuracy of satellite-derived forest change detection
maps.
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* Relying on training/validation data visually interpreted from the SPOT
imagery itself is uncertain in many cases; it is very important to have high resolution
archive aerial photographs in order to accurately determine the land cover of the
training/validation pixels at the beginning of the studied period.
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KAPTOI'PA®UPAHE HA IIPOMEHUTE HA TOPCKUTE TEPUTOPUN
YPE3 SPOT U30BPAKEHUSA C U3110JI3BAHE HA PA3JIMYHU
KJJIACUOPUKALINOHHU TIOAXO0/U

I1. Tumumpos, I1. Onoghcon, I'. Kenee, H. Kamenosa

Pe3rome

B HacrosimeTo u3cnenBaHe e kaprorpadupaHO U3MEHEHHETO Ha FOPCKHUTE
TEPUTOPHH B JIBA TECTOBU Y4acThKa B bpirapus (IIIaHWHCKU U PaBHUHHO-XBIIMHCT)
3a mpubnu3uTenHo 20-roauiieH nepuoj. CpaBHEHH ca JBa pa3IndHU MOJX0/1a TIPH
knacuduimpane Ha MynturemmopanHu uzobpaxkenus or SPOT HRV/HRVIR c¢
MPOCTPaHCTBeHa pazaenuTenHa crmocooHocTt 20 m. [lpunoxena e crekTpaiHa
KIacu(UKaIys Ha BCIKO U300payKeHHE MOOTIEIHO | CJIe]l TOBA ca CPABHEHH ITHKCE
IO IIMKCEJI, 33 12 CE OTKPHST IPOMEHHUTE B TUIIA 3€MHO MOKpUTHE (,,;OpH” U ,,U3BBH
ropcku Teputopun’’). Ilpunoxena e u cekTpanHa Kiacu(GUKaus JUPEKTHO BbPXY
KOM6I/IHI/IpaHI/ITe JaHHU OT ABCTC CpaBHABAHU JAaTH. CpaBHCHI/I Ca CTATUCTUYCCKUTEC
JIAHHU 332 TOYHOCTTA, KOWTO TMOKa3BaT, Y€ W JIBaTa MOAXO0Ja C€ JIbpKaT €IHAKBO
no0pe Mo OTHOILIEHHE Ha o0IIaTra TOYHOCT Ha IMOJIyYeHWTE KapTH Ha MIPOMEHUTE
(Mmexay 85.4 % u 91.8 %). Pesynratute oT KiacupuKalmuTe ca A0CTa CXOIHH 3a
JBaTa yCTOWYMBHU KJlaca 3€MHO IOKPHUTHE — ,,JIOCTOSSHHU TOpPH~ U ,,IOCTOSHHH
W3BBHTOPCKM TEPUTOPUM, TPU KOUTO TOYHOCTTA € OTHOCHTEIHO BHCOKA.
TouHOCTTa Ha KJIacOBETE MPOMEHEHO 3€MHO MOKPUTHE € 3HAYUTEIHO MO-HUCKA OT
Ta3d Ha CTa0WIHHWTE KJIacOBE, HE3aBUCHMMO OT TOAX0Ja 3a OTKPHBAaHE Ha
W3MEHEHUETO. Y CTaHOBHU C€, Y€ CIIEKTpanHaTa Kiacupukanus Ha KOMOMHUPAHUTE
JaHHU (T. HAp. MyATUTEMIIOpAIHA KJIAaCH(HKaALUs) Ce IPEACTaBU MAJIKO 10-100pe B
n30paHUTE TECTOBH YYacThlM, Karo TI0Ka3a [O-BUCOKA TOYHOCT MpH
Kiacu(uIpaHe Ha TOPCKUTE HAPYIICHUS W YYacTBIMTE C MOBTOPHO 3ajiecsBaHe.
Kato pesynrar ca auckyTupaHu HIKOM NpOOJIEMHU M ca AaJCHH HSIKOW MPETOPHKH
OpU HK3CJIeJBaHE Ha H3MEHEHHWETO Ha TOPCKU TEPUTOPHU CBhC CITbTHUKOBH
M300pakeHusl.
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Abstract

The aim of the study is to evaluate the possibility for using RapidEye data for prediction of
Leaf Area Index (LAI), fraction of Absorbed Photosynthetically Active Radiation (fAPAR), fraction of
vegetation Cover (fCover), leaf Chlorophyll Concentration (CC) and Canopy Chlorophyll Content
(CCC) of winter wheat. The relation of a number of vegetation indices (VIs) with these crop variables
is accessed based on a regression analysis. Indices, which make use of the red edge band, such as
Chlorophyll Index red edge (Clre) and red edge Normalized Difference Vegetation Index (reNDVI),
were found most useful, resulting in linear models with R? of 0.67, 0.71, 0.72, and 0.76 for fCover, LAI,
CCC, and fAPAR respectively. CC was not related with any of the VIs.

Introduction

RapidEye is a remote sensing mission consisting of a constellation of five
small satellites launched in 2008. One of the main applications of the RapidEye
satellite data is to provide timely information about the crop condition in support of
precision agriculture [1]. To better fulfil this aim, the Multi-spectral Imager on board
RapidEye has a band in the red edge spectral region in addition to the visible and the
near infrared (NIR) bands.

RapidEye data has been previously used for estimation of crop variables. For
example, Vuolo et al. [2] compared physically based (Radiative Transfer Modelling)
and empirical (Vegetation Indices) approaches for retrieval of LAI and CCC using
RapidEye imagery. In their study, one regression model was applied for a range of
crops (fruit trees, maize, and other crops). Using generally calibrated model,
however, may not provide equally good estimates for all crops. In this study, we are
only interested in winter wheat and the aim is to investigate empirical relations
between Vs and biophysical variables that are specific for this crop.
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Data and methods

Field data

For this study, measurements of biophysical and biochemical variables of
winter wheat are available from fields located in the north-western part of Sofia
municipality, close to the residential district of Trebich. Measurements of Leaf Area
Index (LAI), fraction of Absorbed Photosynthetically Active Radiation (fAPAR),
fraction of vegetation Cover (fCover) and leaf Chlorophyll Concentration (CC) were
conducted seven times during the growing seasons of 2014-2015 and 2015-2016
(Table 1). During the 2014-2015 growing season, 5 plots in each of 2 fields were
measured each time. During the 2015-2016 growing season 5 fields were sampled
in a total of 11 plots (one of the plots was not sampled in 18/05/2016, see Table 1).
In both seasons, the fields were sown with winter wheat Enola variety. In most of
these seven field campaigns the full set of variables (i.e. LAL, fAPAR, fCover and
CC) were measured; however fCover were not measured on 02/04/2015 and CC was
not measured on 15/05/2015. Measurements were made within a plot with size
5 m x 5 m. AccuPAR LP80 (Decagon Devices©) was used for measuring LAI,
fAPAR and fCover in 4 “subplots” in each plot. Portable chlorophyll meter
CCM-300 was used for measuring CC (mg m) in 5-6 “subplots” in each plot. The
averages of the “subplots” measurements were used in further analysis to represent
the biophysical/biochemical variables at the plot level. Using the CC and LAI
measurements, the canopy chlorophyll content (CCC) was calculated, where CCC
(gm?) = LAI (m*m?) x CC (mgm?) x 0.001. Fig. 1 provide some graphical
description of data.

Table 1. Dates of the field campaigns and the corresponding RapidEye images used in this
study

Growing season Field campaign Development stage RapidEye image
20142015 02/04/2015 Tillering 31/03/2015
20142015 15/04/2015 Stem elongation 20/04/2015
20142015 04/05/2015 Stem elongation 12/05/2015
20142015 15/05/2015 Booting and heading 18/05/2015
20142015 20/05/2015 Heading and start of anthesis 21/05/2015
20152016 13/04/2016 Stem elongation 13/04/2016
20152016 18/05/2016 Heading 23/05/2016
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Fig. 1. Histograms of ground measured LAI (n = 71; mean = 2.25), fAPAR (n = 71,
mean = 0.58), fCover (n = 61, mean = 0.60), Chlorophyll Concentration (CC) (n = 61;
mean = 463) and Canopy Chlorophyll Content (CCC) (n = 61; mean = 0.96)

RapidEye data

Seven RapidEye images were available for this study, which dates roughly
corresponded to the dates of the field campaigns (Table 1). The separation between
date of field campaign and image acquisition was between 0 and 5 days with only
one occasion when the gap was 13 days (Table 1). The images are provided as Level-
3A (Ortho product) and showed highly accurate geo-registration as assessed by
visual inspection of road vector map superimposed on the images. Each scene
consists of five spectral bands: B1-Blue (440-510 nm); B2-Green (520-590 nm);
B3-Red (630-685 nm); B4-Red edge (690-730 nm) and B5-Near infrared
(760—850 nm). The spatial resolution is 5 m for all bands. The image data were
transformed from DN to spectral radiance (L;) using the provided scale factor [3].
Then, the top of the atmosphere (TOA) reflectance p, was calculated using the
equation:

X Ly x d?

(1) Py =

" ESUN, X cos0s’

where L; is Spectral radiance [W/(m? sr um)], d is Earth—Sun distance [astronomical
units], ESUN, is Mean exoatmospheric solar irradiance [W/(m? pum)], 6s is Solar
zenith angle [degrees] [4]. The values of ESUN; for each RapidEye band and of s
for each acquisition date are available in the image product metadata.
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Methods

A database was constructed prior to the analysis, consisting of the
biophysical/biochemical measurements, the reflectance values in each RapidEye
band and a range of vegetation indices (VIs). The RapidEye reflectance values for a
specified plot are extracted using bilinear interpolation, which is a method providing
an estimated value that represents a weighted average of the 4 input pixels
surrounding the plot centre. This approach was taken, instead of using only the pixel
with the closest centroid, in order to account for possible errors in the GPS-measured
plot coordinates. As the RapidEye spatial resolution (i.e. 5 m) is comparable with
the GPS accuracy this precaution is justified. The list of vegetation indices is

presented in Table 2.

Table 2. Spectral vegetation indices calculated in this study using RapidEye data.

The RapidEye band numbers are used in the formulas

Vegetation Index Abbreviation | Formula Reference
Chlorophyll Index red edge Clre (B5/B4)-—1 [5, 6]
Chlorophyll Index green Clg (B5/B2)-1 [5, 6]
Normalized Difference Vegetation | NDVI (B5-B3)/(B5+B3) [7]
Index

Simple Ratio SR B5/B3 [8]
NIR/RE NIR/RE B5/B4

RE/RED RE/RED B4 /B3

Visible Atmospherically Resistant | VARI (B2-B3)/(B2+B3-BIl) [9]
Index

red edge Normalized Difference reNDVI (B5-B4)/(B5+B4) [10]
Vegetation Index

Wide Dynamic Range Vegetation | WDRVI (0.3xB5-B3)/(0.3xB5+B3) [[11]
Index

Vegetation Index green Vig (B2 - B3) /(B2 + B3) [9]
Optimized Soil-Adjusted OSAVI (1+0.16)x(B5-B3)/(B5+B3 |[12]
Vegetation Index +0.16)

green Normalized Difference eNDVI (B5-B2)/(B5+B2) [13]
Vegetation Index

Modified Triangular Vegetation MTVI2 1,5*[1,2*(B5—Bz)—2.5*(B3—Bz)] [14]
Index 2 \/(2*B5+1)2—(6*Bs—5@)—0.5

Green Infrared Percentage GIPVI B5/(B5 +B2)

Vegetation Index

green Normalized Difference eNDVI1 (B4-B2)/(B4 +B2)

Vegetation Index1

Perpendicular Vegetation Indext PVA (B5 —ax B3 -b)/(SQRT(1 +a?)) |[15]
Transformed Soil Adjusted TSAVI (ax(B5-axB3-b))/(axB5+ |[16]
Vegetation index T3 B3 —ab+ X x (1 +a?)

Soil Adjusted Vegetation index 21 |[SAVI2 B5/ (B3 +(b/a) [17]

+ aand b are the slope and the intercept of the soil line (see Fig. 2); I X=0.08
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The vegetation indices were selected based on a literature review. Special
emphasis was placed on the VIs that used bands from the red edge spectral region.
Also, three soil adjusted VIs were calculated, Perpendicular Vegetation Index (PVI,
[15]), Transformed Soil Adjusted Vegetation index (TSAVI, [16]), and Soil
Adjusted Vegetation index 2 (SAVI2, [17]). The soil adjusted VIs used the
parameters of the soil line in their formulas. The soil line was derived empirically
using manually selected bare soil and stubble pixels (Fig. 2). Stubble pixels were
used because crop residue may constitute significant part of the background
reflectance in the winter wheat fields.

Fig. 2. Near infrared (NIR) band reflectance regressed on the red band reflectance for
soil/stubble pixels from RapidEye (image data 31 March 2015, 20 April 2015
and 13 April 2016)

We used two approaches to compare the potential of different VIs for
prediction of biophysical/biochemical variables. First, the association of each
biophysical/biochemical variables with each VI was visually assessed using
scatterplots. The second, quantitative, approach was based on the regression
analysis. All VIs were systematically evaluated by fitting linear and exponential
models with each biophysical/biochemical variable being dependant variable. These
two models have the form y=a + bx and y=a x e respectively, where a and b are
the regression parameters to be estimated. Literature suggested that, in most cases,
the relation between biophysical/biochemical variable of crop and spectral
vegetation index can be described by one of these two models. We used regression
analysis, instead of some measure of correlation, because the interest is on the
prediction capabilities. This approach also permitted us to account explicitly for the
type of the relation, i.e. linear or nonlinear. The Root Mean Square Error (RMSE)
was calculated for each model using the leave-one-out method:

@) RMSE — ’Zi(yin_ yi)? ,
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where Vi is the measured value for the i-th observation and i is the predicted value
for that observation derived from a model calibrated with all observations except i.
The RMSE was used as a criterion for the performance of the VIs. Note that not
every model produced in this procedure makes sense. For example, if the relation
between a VI and LAl is curve-linear then fitting a straight line to this data would be
erroneous. For every given combination of biophysical/biochemical variable and VI
the lower RMSE may indicate which model (linear or exponential) might be more
appropriate but one should not rely on this. In any case, the scatterplot must be
checked.

For this analysis, we did not pay attention for the regression assumptions
because the aim was to make some automated and consistent comparison of a
number of VIs and found those that may represent interest for further analysis.

Results

The scatterplots obtained from RapidEye VIs against the five winter wheat
biophysical/biochemical variables are displayed in Fig. 3. Fig. 4 shows the RMSE
of the fitted linear and exponential models for each combination.

The scatterplots suggest that LAI is most strongly correlated with
Chlorophyll Index red edge (Clre) (this index is, in practice, equivalent to the
NIR/RE ratio (see Table 2)). The form of the relation may be roughly described as
linear but some outliers (low LAI values corresponding to high Clre) contradict this
general trend. The regression analyses confirm that the best linear predictor of LAI
is Clre (RMSE = 1.05). Exponential model is more appropriate to describe the
relation of LAI to some of the other VIs such as the red edge Normalized Difference
Vegetation Index (reNDVI). The RMSE of the exponential model with reNDVI is
1.06. Thus, similar results are obtained using linear and exponential models.

The fAPAR and fCover behave very similarly with respect to their relation
with the VIs. In general, the scatter of data points is high, which indicates relatively
poor relationship for most Vs (Fig. 3). The linear models with lowest error are those
with reNDVI (RMSE = 0.16 for both fAPAR and fCover), but other indices such as
NDVI, TSAVI and OSAVI perform almost equally well. The exponential model
form was not appropriate for any of the Vls.

There was no correlation between CC and the tested VIs. This is probably
because other factors, such as background reflectance and canopy structure mask the
differences in CC at leaf level. CCC showed better association with the VIs but this
is not surprising because the variation of CCC is affected mostly by the variation of
LAIL As with LAI, the best model is the linear model with Clre which yielded RMSE
0of 0.47 gm™.
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On Fig. 6 are shown the best performing linear model for each
biophysical/biochemical variable. The models explain between 67 % (fCover) and
76 % (fAPAR) of the variability of the dependent variable. In general, the level of
uncertainty is too high for these models to provide reliable estimates at pixel level.
Even though the predictions are not precise, they are unbiased as indicated by the
mean residuals, which are close to zero for all models (data not shown). This may be
important if the estimates are to be aggregated at field or regional level.
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Fig. 3. Scatterplots of the studied biophysical/biochemical variables
and the RapidEye vegetation indices

Characteristic for both LAI and CCC is the increasing dispersion with the
increase of Clre. Predictions become more uncertain approaching the peak of the
growing season in May when winter wheat is in heading and anthesis phenological
stages. The team led by Dahms [18] has also found that LAI and FPAR are difficult
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to predict at the phenological phase of fruit development, which, according to the
authors, is most likely due to canopy closure in combination with accompanied
saturation effects in the RapidEye observations.

None of the tested soil adjusted vegetation indices improved significantly
the prediction capabilities of the models probably because the variation in
background reflectance was not an important factor for the observed prediction
uncertainty. A paper by Ali et al. [19] showed that a similar index to those used in
our study, the Soil Adjusted Vegetation Index, do not necessarily outperform NDVI
in the estimation of LAI with RapidEye. As shown, most uncertainty is related with
the closed canopies, while the soil adjusted VIs are designed to improve the relation
with the vegetation parameters in open canopies where soil contribution is
significant [20].

Fig. 4. Comparison of the accuracy (RMSE = root mean square error) of regression
models employing different vegetation indices. Both linear and exponential models
for prediction of LAI, fAPAR, fCover, and CCC are shown.

The regression models were assessed using the RMSE value. The best
models were used for calculation of prediction maps for the targeted
biophysical/biochemical parameters. Clre was the index with the lowest RMSE
value among other indices for predicting LAI in winter wheat. The RMSE showed
relatively low error of 1.05 m*> m™.

The LAI maps were calculated using vegetation index map with the spectral
values from each RapidEye image, and the coefficients derived from the regression
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analysis. On Fig. 5 are represented the LAI maps derived for each of the available
RapidEye images from vegetation season 2015.

The resulting map consisted of one layer, whereby each pixel in the map had
a value for the predicted LAIL The predicted values based on the linear regression
coefficients of the Clre relation resulted in some pixels with negative values. The
negative LAI result is of course not possible in the reality, but the values are result
of a simple linear mathematical function. However, the fraction of the pixels having
negative LAI values, can be attributed to pixels with exposed soil cover. This is the
reason to find larger proportion of pixels with negative values during the first two
dates (31/03/2015 and 20/04/2015).

In the maps is shown the infield variation of LAI, which could be of interest
for the farmers for the management practices. On the other hand, the 6 maps also
show the seasonal dynamic of LAI during the vegetation season.
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Fig. 5. Predicted LAI (m?m2) maps for winter wheat

Conclusions

In this study, we compared a range of VIs calculated from RapidEye data
with respect to their potential for prediction of LAI, fAPAR, fCover, CC, and CCC
in winter wheat fields (Fig. 6). Of these biophysical/biochemical variables, only CC
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was not significantly correlated with any of the tested VIs. For prediction of LAI and
CCC, the most useful indices appear to be Clre and reNDVI, for which linear and
exponential regression models are appropriate respectively. We found that reNDVI
is the best predictor of fAPAR and fCover, but that several other indices perform
almost equally well. Both reNDVI and Clre employ the red edge band, which
confirm the importance of the red edge spectral region for crop condition
characterisation. Note however, that it is possible for several VIs to show similar
results and more data are needed to find if given VI should be preferred to the others.

Fig. 6. Linear regression models for LAI, fAPAR, fCover and CCC
with selected VIs from RapidEye

The accuracy of the regression models presented in this study is relatively low.
This may be due to atmospheric effects on the satellite data, presence of weeds on
the field plots or other factors. In conclusion, VIs from RapidEye employing the red
edge band are promising for winter wheat variables characterization, but further
experimental work is needed to better understand the sources of uncertainty and
eventually increase prediction accuracy of the regression models.
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N3CIEABAHE HA BBb3AMOKHOCTHUTE 3A OIIPEAEJISIHE
HA BUOPU3NYHU/BUOXUMUYHHU ITOKA3ATEJIN
HA 3UMHA IMIIEHUIIA YPE3 BETETAIIMOHHU UHAEKCH
OT RAPIDEYE

H. Kamenoga, I1. lumumpos, P. Hopoanosa

Pesrome

Ilenta Ha M3CIENBAHETO € J1a OIEHH BBH3MOKHOCTUTE 3a MPUIOKEHHE Ha
JaHHU OT cITbTHUKOBaTa cuctema RapidEye 3a onpenensine Ha nHIEKca Ha JIMCTHATA
noBbpxHOCT (LAI), nema Ha morbiHatata (DOTOCHHTETUYHO aKTHUBHA pajJHalus
(fAPAR), npoextuBHoTO mokputue (fCover), KOHIEHTpanusITa Ha XJIOpPOQHI B
mucrata (CC) u xm0poMIHOTO ChABPKAHUE B PACTEHHATA HA €IWHHLA IUIOL] OT
3emHara noBbpxHOCT (CCC) Ha moceBM OT 3MMHa MIIeHUIAa. Bpb3kara Ha Te3u
MOKa3aTeNy C pa3iIndHN BEreTallMOHHU MHJICKCU € M3Cle/[BaHa Ype3 perpecuoHeH
ananu3. MHaexcn u3non3Bamy cuekTpanHus kaHan ,,red-edge na RapidEye, karo
nanpumep Chlorophyll Index red edge (Clre) u red-edge Normalized Difference
Vegetation Index (reNDVI) ca waii-moje3nn, MO3BOISBAWKH CBHCTaBIHETO Ha
JUHEHHH PErPECHOHHN MOJICIH C JIeTepMUHANIMOHHY Koedunmentn 0.67, 0.71, 0.72
u 0.76 cvotBetHO 3a fCover, LAI, CCC u fAPAR. Konuenrpauusra Ha xiopodur
B JINCTATa HE Ce KOPEIUpa C HUKOW OT U3MOJI3BAaHUTE BEreTA[HOHHH UHJICKCH.
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Abstract

Estimation of crop canopy parameters is important task for remote sensing monitoring of
agriculture and constructing strategies for within-field management. The main objective of this study
is to evaluate the retrieval from Sentinel-2 images by parametric and non-parametric statistical models
several crop canopy parameters for monitoring before winter and after winter rapeseed crop in real
farming conditions of North East Bulgaria. For the calibration of the models in-situ data from three
field campaigns is used. For most of the studied parameters models with good accuracy were identified,
except for aboveground fresh biomass. The best identified model for vegetation fraction
(RMSEcv = 0.14 %) and plant density (RMSEcv = 9 nb/m?) were parametric models with three band
vegetation index (3BSI-Tian) and linear fitting function for the first, three band vegetation index (3BSI-
Verreslt) and polynomial for the second parameter. For aboveground dry biomass (RMSEcv =
52 g/m?), mean plant height (RMSEcv = 4 cm) and nitrogen content in fresh biomass (RMSEcv =
2 g/kg) the best models were non-parametric, Gaussian Processes Regression for the first parameter
and Variational Heteroscedastic variant of the Gaussian Processes Regression for the other two.

Introduction

Quick and accurate retrieval of crop canopy parameters is of importance for
remote sensing monitoring of agriculture. Rapeseed is one of the most important
oilseed crops worldwide [1] and it is monitored by traditional methods [2] as well as
by remote sensing [3-5] .

One of the important periods in the development of winter rapeseed crop is
the before winter and after winter period [6]. Before winter, the condition of the crop
is evaluated regarding its preparation to withstand the winter meteorological
conditions. The rapeseed crop should be developed enough before winter, but the
plants should not be developed beyond a certain threshold because they are more
sensitive to low temperatures and frost. The rapeseed plants compete for light and
when there is an uneven plant density or weed development, the plants develop in
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height and again become more susceptible to frost. After winter, the condition of the
crop is evaluated regarding its plant density, phenological phase and frost damage.
A decision is often made to keep the rapeseed crop because enough plants survived
the winter and they have good change for a satisfactory yield, or to destroy the
rapeseed crop and plant the field with spring crop.

The traditional monitoring is based on parameters like plant density,
phenological phase, biomass. This study is focused on remote estimation of several
crop canopy parameters of winter rapeseed with the purpose to be able to use them
for before winter and after winter monitoring and within-field management.

Historically, Vegetation indices (VI) with regression functions are used to
retrieve biophysical parameters, such as aboveground biomass [7] or vegetation
fraction [8], agronomical parameters, such as plants density [9], or growth
parameters, such as plant height [3]. More recently, VI types of formulas are used
with all available wavelength and different regression functions for retrieval of
biophysical parameters, such as leaf area index and leaf chlorophyll content, called
“spectral index optimization” [10] and retrieval of nitrogen concentration, was
obtained by non-parametric models [11-15]. All those methods use in-situ sampled,
or simulated, data for the modeled canopy parameters and associated surface
reflectance from remote sensing sensor. In our approach we use in-situ sampled data
and Sentinel-2 associated surface reflectance.

In order to determine the variability of the fields before the actual collection
of the field data [16], the sample locations were determined by calculating VI, Table
1, that correlate with the rapeseed canopy parameters that we are interested in. A VI
that was not tested with rapeseed but was specially tested with Sentinel-2 images
[17] was also included in the list. The selected VI, Table 1, were calculated on the
Sentinel-2 image from 12.11.2017, downloaded from Copernicus Data Open Hub in
2A product (https://scihub.copernicus.eu). The samples were positioned manually to
capture the maximum vegetation variability of the test fields and in relatively
homogeneous surrounding area of 20 m? in terms of vegetation density and growth
phase

The main objective of this study is to evaluate the retrieval from Sentinel-2
images by parametric and non-parametric statistical models several crop canopy
parameters for monitoring before winter and after winter rapeseed crop.
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Table 1. Vegetation
for the field campaign

Indices used to position the location of the samples

Estimated

Vegetation Index Formula Reference
parameter
Aboveground
biomass, number of RVI [9]
> (Ratio Vegetation NIR / Red
plants per m~ after
Index)
emergence
OSAVI | (1 + L)(NIR - Red) /
Aboveground (Optimized Soil
. . ) (NIR + Red + L) (7]
biomass Adjusted Vegetation _
(L=0.16)
Index)
SAVI (1 +L)(NIR — Red) /
LAI (Soil Adjusted (NIR + Red + L)
Vegetation Index) (L=0.5) [18]
Canopy chlorophyll CiredEdge R783/R705 — 1 [17]
and nitrogen
EVI=G x ((RNIR -
Plan height EVI (Enhanced Rred) / (RNIR + C1 x
Vegetation Index) Rred — C2 x Rbleu [3]
+L)); G=2.5; Cl = 6;
C2=7.5,L=1
VARIgreen (Visible
Vegetation Fraction Atmospherically (R550 - R670) /
Resistant Index) (R550 + R670) [8]
Number of plants NDVI (Normalized (NIR — Red) /
per square meter Difference (NIR + Red) [9]
after emergence Vegetation Index)

Materials and Methods

Study area

This study area is part of the East Danube plain in Bulgaria, Fig. 1, and the
study period was over one growing season, from September 2017 to July 2018, on
three mass fields sown with different hybrids of winter rapeseed. The area is mostly
flat, the soil has mainly sandy loam texture, the climate in this region is Moderate
Continental with cold winters and hot summers (mean daily temperature 10.2° C),
and an annual cumulative rainfall of 540 mm.

The bigger of the field plots (P1) is 137 ha and was planted for three days,
from 03.09.2017, with sowing rate of 80 plants/m?*. The other two plots are smaller,
one (P2) is 10 ha, planted on 28.08.2017 at sowing rate of 56 plants/m? and the other
(P3) is 15 ha, planted on 04.09.2017 at sowing rate of 76 plants/m?>.
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Fig. 1. Location of the field sites near Dobrich, North East Bulgaria

In-situ data

The crop canopy parameters were measured within 1 m? elementary
sampling units (ESU) at the pre-defined samples location. Each ESU was geo-
located by means of a GPS, with an accuracy of £3—5 m. For the aboveground fresh
biomass (FBM), all plants in the ESU were manually cut, stored in paper bags and
transported to a laboratory.

In the laboratory the FBM is weighted (in g/m?) and then, a sample of it is
oven-dried at 105° C until constant weight to obtain the dry biomass (DBM),
measured in g/m?. In each ESU the density (number winter rapeseed per m?
NbPlant) was counted and recorded. The mean plant height of all plants (PlantH) in
an ESU was recorded as well, in cm. The vegetation fraction (VF) as described by
[19] was expertly estimated and photographed. The recorded VF includes the
rapeseed plants and the weeds. The nitrogen content in g/kg (N) was measured from
a sample of the FBM by Kjeldahl method [20]. The crop canopy parameters were
measured during three field campaigns, two before winter and one after winter,
Table 3. At each field campaign, Table 3, the ESU at a given sample location was
positioned near the one from the previous field campaign.
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Table 2. Descriptive statistics for the measured crop canopy parameters

Parameters '\;?Egsr Mean Msein StDev | Minimum | Maximum
FBM (g/m?) 30 1058.00 | 151.00 | 829.00 146 2761
DBM (g/m?) 30 124.50 | 17.80 | 97.60 18 332
VF (%) 30 0.58 0.05 0.28 0.15 1.00
NbPlant (nb/m?) 30 36.13 3.18 | 17.42 10 95
PlantH (cm) 45 15.67 0.83 5.57 9 28
N (g/kg) 30 10.28 | 0.26 1.39 7.54 13.46

Because of the meteorological conditions, some of the plants started growing
immediately after sowing but many had more than a month delay. Particularly the
plots P2 and P3 were with plants in very different phonological phases, from
BBCHI13 to BBCH19 [21], during the before winter field campaign. This difference
in the phenological phase was completely reduced after winter, where all plots were
at BBCH50/BBCHS51.

Remote sensing data

Sentinel-2, sensor S2A and S2B, data was used for the study. Cloud free
images closest to the field data collection were selected at Copernicus Open Hub
Access (https://scihub.copernicus.eu). All spectral bands of 10 m and 20 m spatial
resolution are used, from level 2A products. It provided 10 spectral bands from
490 nm to 2 190 nm, resampled at 10 m spatial resolution.

Methods

Two types of models for crop canopy retrieval are studied: (1) the parametric
univariate regression models with a Vegetation index (VI) as independent variable
and (2) the non-parametric multivariate regression models with all the 10 spectral
bands from the remote sensing data as independent variables. In both models the
crop canopy parameter is the dependent variable.
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Table 3. Timing of the field campaigns and satellite acquisitions with corresponding
measured parameters

Before Winter After Winter
. Nb . .
Field | ~ Samoli Crop Sentinel-2 | ¢ . Crop | Sentinel-2
Plot amphing Cano image date amphing Cano image date
ESU date Py g date Py &
param. (sensor) param. (sensor)
FBM,
gﬁﬁ DBM,
’ 29.11.2017 VF, 03.04.2018
P1 9 |23.11.2017 Nb\lgi;nt (S2A) 01.4.2018 NbPlant, (S2B)
PlantH i PlantH,
N
12.12.2017
13.12.2017 | PlantH, N (S2A)
FBM,
eV DBM,
’ 29.11.2017 VF, 03.04.2018
P2 3 |23.11.2017 Nb\}])f’ t (S2A) 01.4.2018 NbPlant, (S2B)
Plan?;ll i PlantH,
N
12.12.2017
13.12.2017 | PlantH, N (S2A)
FBM,
v
’ 29.11.2017 VF, 03.04.2018
P3 3 124.11.2017 Nb\}ilFént (S2A) 01.4.2018 NbPlant, (S2B)
PlantH i PlantH,
N
12.12.2017
13.12.2017 | PlantH, N (S2A)

Transfer Models Operator (ARTMO) package (http://ipl.uv.es/artmo/).
In the first type of models it is not really VI that is selected but rather general

Model Selection

The first step consists in model conceptualization and selection. The selected
models are parametric univariate and non-parametric multivariate regression
models, as described in [22], and they are applied using the Automated Radiative

formula to be used, because all the top of canopy reflectance of the spectral bands
are tested with all formulae, Table 4. Also, different fitting functions are used for the
regression: linear, exponential, logarithmic, power and polynomial. The first six VI
from Table 4, are the same one used in the preliminary study to determine the
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samples location. Two more 3 bands VI were added to the list because they are
reported [23-24] to perform better for retrieval of biophysical variables and leaf
nitrogen concentration.

The evaluated non-parametric multivariate regression models are Least
Square Linear Regression (LSLR), Principal Components Regression (PCR), Partial
Least Squares Regression (PLSR), Kernel Ridge Regression (KRR), Gaussian
Processes Regression (GPR) and the Variational Heteroscedastic variant of the
Gaussian Processes Regression (VHGP). For non-parametric multivariate regression
models the "curse of dimensionality" [25] could represent a problem. Therefore,
some of the selected models have dimension reduction, like PCR, PLSR, KRR. PCR
and PLSR have been developed for cases, as is of this study, where there are many,
possibly correlated, predictor variables and relatively few samples [26]. GPR is
reported [27] to be a robust model for biophysical variables retrieval. GPR and
VHGP are especially valuable [23] because they calculate a Coefficient of Variation
(CV = o/n), where o is the Standard Deviation (SD) around the estimated variable
and p the mean estimated variable. CV provides relative uncertainty of the estimated
variable in %. Finally, LSLR was selected as the oldest method for comparison with
the others.

Model calibration/fitting evaluation and validation

The model calibration, evaluation and selection will be treated together,
because model selection is an integral part of the model fitting process and
furthermore in the present study, the goal is not to evaluate one model alone, but
rather compare and select a model [28].

In the calibration step the parameters will be adjusted to make the model as
consistent as the available data [29]. Model evaluation according to [30] consists in
preliminary experiments and test of alternative scenarios. This part of the work was
done previously in [31] and the results will be used in the development of the models
in the present study. Namely, bare soil pixels are included in the input data for the
models and the reflectance data is from 1 pixel, corresponding to the sample, without
averaging with the pixels around. Because outliers in the data could cause distortion
in the models [32], all crop canopy variables were tested for outliers with Grubbs
test [33]. No outliers were detected at 5 % level of significance for smallest and
largest data values, apart from one sample for NbPlant. The outlier sample is from
plot P1, where the sowing rate is 80 plants/m*> and the measured sample had 95
plants/m?. The decision was to remove the sample, because it was probably due to
local malfunctioning of the sowing machine.
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Table 4. Type of VI
for a given wavelength.

testes in the study. Ra, Rb and Rc are the reflectance

Type index Tpreofrgrt?eul?lls Formula Reference
2 bands Simple ratio RVI
of reflectances (Ratio Vegetation Ra/Rb [9]
Index)
2 bands normalized OSAVI 1.16 x (Ra—Rb) /
difference ratios of (Optimized soil [7]
reflectances adJPusted index) (Ra+Rb +0.16)
2 bands normglized ‘SA\‘/I 1.5 x (Ra— Rb)/
difference ratios of (Soil adjusted [18]
S (Ra+Rb+0.5)
reflectances vegetation index)
. . ClredEdge
2 bands Simple ratio (Red-edge (Ra/Rb) 1 [17]
of reflectances Chlorophyll Index)
3 bands normalized EVI 2.5 x ((Ra—Rb)/
difference ratios of (The enhanced (Ra+6xRb— [3]
reflectances vegetation index) 7.5 xRc+ 1))
2 bands normalized (N(Z\rlrliz};ilze d
difference ratios of Diff (Ra—Rb)/(Ra+ Rb) [9]
ifference
reflectances Vegetation Index)
3 bands normalized
difference ratios of 3BSI-Verrelst (Ra—Rc)/(Rb+Rc) [23]
reflectances
3 bands normalized
. . . Ra—Rb-Rc)/
difference ratios of 3BSI-Tian ((Ra +Rb+ Rg) [24]
reflectances

In model evaluation there is also the notion of evaluation of uncertainty and
accuracy. In the present study there is an uncertainty because of the way the field
data is collected (from only 1m?, without repetition of the measurements and geo-
located with GPS with an accuracy of = 3—5 m), that could be considered as part
of the dependent variables noise, but this uncertainty is not considered in the present
study.

Each goodness-of-fit statistic gives certain aspect of the model accuracy
[34]. In this study the accuracy of the model will be based on Root Mean Square
Error (RMSE), for the magnitude of error, and Coefficient of determination (R?), for
the spatial patterns [34].

Leave-one-out cross-validation (LOOCV) will be used to get the expected
prediction error, to help select the best model and to ensure that the model does not
overfit. All models will be ranked by Normalized RMSE (NRMSE in %),
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NRMSE% = 100 x (RMSE / Range(Obs)), because it is a goodness-of-fit measure-
ment that is suitable for comparison [34].

Table 5. Best parametric and non-parametric models for each studied crop canopy
parameter. For all models, pixels with bare soil are included, except model marked by *.

Variable Model Best Bands RMSEcv | R%cv NRI\(/,I/(‘?ECV
FBM EVI/ Ra:842, Rb:560, 421 0.75 15
(g/m?) Polynomial Rc:665

PLSR 429 0.74 16

EVI/ Ra:842, Rb:560, 52 0.73 16

DBNZI Polynomial Rc:665
(@m)  IGpR 560,740;490;842 52 0.73 16
VF 3BSI-Tian / Ra:842, Rb:705, 0.14 | 0.81 14
(%) Linear Re:560

PCR 0.15 | 0.78 16
NbPlant | 3BSI-Verrelst/ | Ra:665; 9 0.73 14
(nb/m?) | Polynomial Rb:842;Rc:560

PLSR 10 0.68 15
PlantH | 3BSI-Verrelst/ | Ra:490, Rb:842, 4 0.53 20
(em) Power* Rc:560

VHGR 560;842;665:490 4 0.72 15
N (g/kg) | VHGR 665,842 2 0.74 15

Results and discussion

The best parametric univariate regression models with a VI as independent
variable are ranked by NRMSEcv and R%cv > 0.5, for every variable, Table 5.
However, the models for N and PlantH did not perform well with the added bare soil
pixels. It was clearly visible in the scatter plot of “residuals vs predicted value” and
“measured vs estimated”. New models for N and PlantH are fitted without the bare
soil pixels. No satisfactory model was found for N. A weaker model was found for
PlantH, Table 5.

The best non-parametric multivariate regression models with all the spectral
bands from the remote sensing data as independent variables, ranked by NRMSEcv
and R%cv > 0.5, for every variable are in Table 5. All non-parametric models behave
correctly with the bare soil pixels included.

The comparison between parametric and non-parametric models for every
crop canopy parameter shows, Table 5, that in terms of goodness-of-fit cross-
validation statistic the models have comparable performance. To be able to further
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distinguish between their performance, each model is applied to the remote sensing
images and the estimated values are compared to the measured values. The models
that meet the criteria of R? > 0.514 [36] and slop > 0.6 are considered only, Table 6
and Fig. 2.

Table 6. Comparison between measured/estimated values from models, where R2>0.514
and slop > 0.6

Model R2 Intercept Slop P
S2 03042018 FBM SI 0.84290 | 250.43 | 0.80541 | 7.86E-08
S2 03042018 ML PLS FBM 0.82123 316.59 0.78671 | 2.23E-07
S2 29112017 ML_GP DBM 0.89341 | 13.003 | 0.74553 | 3.44E-09
S2 03042018 ML GP DBM 0.88951 | 24.134 | 0.84835 | 4.60E-09
S2 03042018 DBM SI 0.82875 | 31.317 | 0.79268 | 1.58E-07
S2 29112017 VF SI 0.66756 | 0.098277 | 0.76144 | 3.49E-05
S2 03042018 VF Sl 0.85872 | 0.079719 | 0.84443 | 3.33E-08
S2 12122017 ML_VHGP Ni 0.91985 | 0.94872 | 0.89149 | 3.47E-10
S2 03042018 ML VHGP Ni 0.93942 | 0.84355 | 0.9036 | 3.66E-11

S2 29112017 ML PLS NbPlant 0.78664 5.9884 | 0.81215 | 9.37E-07
S2 03042018 ML PLS NbPlant 0.77134 7.2667 0.70727 | 3.55E-06
S2 29112017 NbPlant Sl 0.79727 | 3.9772 | 0.79844 | 6.19E-07
S2 03042018 NbPlant Sl 0.73464 | 85499 | 0.75636 | 1.11E-05
S2 29112017 ML VHGP PlantH | 0.86076 | 2.2378 | 0.76445 | 2.96E-08
S2 12122017 ML_VHGP PlantH | 0.70192 | 3.7626 | 0.63536 | 1.43E-05
S2 03042018 ML VHGP PlantH | 0.87996 | 2.8455 | 0.81848 | 8.96E-09

No model could estimate, according to the proposed criteria, the FBM before
winter, however the DBM is estimated for before and after winter with the GPR
model. On the other hand, FBM and DBM are highly correlated with Pearson’s
correlation (r) of 0.99. For both periods the VF is estimated by 3BSI-Tian/linear,
N and PlantH by VHGP. The NbPlant is estimated by the two types of models, the
simpler will be considered, namely 3BSI-Verrelst/Polynomial.
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Fig. 2. Scatter plots of measured/estimated values from models, where R? > 0.514
and slop > 0.6. a) DBM; b) VF; c) N; d) NbPlant; e) PlantH

It is difficult to make comparison between the retrieval methods from the
literature, because the different studies did not evaluate the same variables or used
other measurement for accuracy [3,7]. The DBM was evaluated by fitting
parametric models and VIs [7], but the DBM is sampled from the whole growing
season of the rapeseed, not only until Inflorescence Emergence stage (BBCHS0).
The NbPlant was sampled only at emergence and no measurement of accuracy is
published [9] or Unmanned Aerial Vehicule (UAV) is used with shape feature
recognition or classification [36-37]. The VF is studied with UAV with spatial
resolution of 2.5 cm [8]. The model for retrieval of PlantH was evaluated by standard
error of the estimate (SEE) [3], which is not one of the goodness-of-fit measurements
of the present study. PlantH was also evaluate with RGB camera mounted on
a UAV [38-39].

Selected model for each variable

Aboveground Fresh Biomass (FBM) in g/m* no model could estimate,
according to the proposed criteria, the FBM before and after winter.

Dry Biomass (DBM) in g/m?: for DBM retrieval, the GPR model is selected
with the most relevant bands being the blue, green, middle red-edge and near infrared
(A =560, 740; 490; 842). In related studies [3, 7, 40, 41] it was found that for crops
or grass, DBM is best retrieved with visible and near-infrared reflectance which is
in accordance with our results.

The relative uncertainty, expressed by CV, is higher than 10 % for all
periods, Fig. 3, meaning that those areas are retrieved with high uncertainty. The
higher is the DBM the lower is the relative uncertainty of the model.
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Fig. 3. GPR model for DBM retrieval, applied to the selected remote sensing images
before winter and after winter

Vegetation Fraction (VF): for VF retrieval, the 3BSI-Tian VI and linear
fitting function is selected with the most relevant bands being the green, shortest red-
edge and near infrared (A = 560; 705; 842). In related studies [8] it is reported that
the VF for rapeseed crop before flowering is best correlated with green and red
reflectance. For vegetation in general, VF is reported to be characterized [42] by
green, red, shortest infra-red reflectance, red and near infra-red [43] or even only by
visible reflectance [8]. It was remarked [43] that for higher vegetation cover the
estimation is poorer. However, we cannot verify this statement in our study as no
model with uncertainty calculation was selected.
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Fig. 4. 3BSI-Tian VI / linear model for VF retrieval, applied
to the selected remote sensing images before winter and after winter

measurements show the same trend.
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Plant density (NbPlant) in nb/m?: for NbPlant retrieval, the 3BSI-Verrelst VI
and polynomial fitting function is selected with the most relevant bands being the
green, red and near infrared (A = 560; 665; 842). In related studies [9, 44] it is
reported that NbPlant is best correlated to red, green and near infrared reflectance
which is in accordance with our results. The after winter period shows decrease of
the NbPlant, Fig. 5, compared to the before winter period. The sampled
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Fig. 5. 3BSI-Verrelst VI / polynomial model for NbPlant retrieval, applied
to the selected remote sensing images before winter and after winter



Mean Plant Height (PlantH) in cm: for PlantH retrieval, the VHGP model
is selected with the most relevant bands being the visible and near infrared (A = 490;
560; 665; 842). In related studies [3] it is reported that PlantH is best correlated to
same reflectance as calculated by our model, Fig. 6.

Nitrogen content in fresh biomass (N) in g/kg: for N (g/kg) retrieval, the
VHGP model is selected with the most relevant bands being the red and near infrared
(A= 665; 842). In related studies [12—14, 41] it is reported that N is best correlated
to visible and near infra-red. Some of those studies report also correlation to the
longer red-edge, others to the shorter red-edge. One of the relevant bands selected
by our model is close to the absorption of chlorophyll, located around 675 nm, and
reported to characterize the nitrogen status of leaves [45] and the other is the near
infrared that is reported [47] to determine the canopy structure. Crop phenology is
found to be cause for substantial difference in canopy reflectance vs canopy
chlorophyll content [46] and therefore canopy N. This is probably why in our study
no parametric model could fit the before and after winter crop stage. However, the
selected VHGP model gives almost constant uncertainty, between 10-20 %, Fig. 7,
for before and after winter period where the rapeseed crop is in different
phenological phases.
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Fig. 6. VHGP model for PlantH retrieval, applied to the selected remote sensing images
before winter and after winter
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Conclusion

This study demonstrated that rapeseed crop canopy parameters before and
after winter, such as, aboveground dry biomass (DBM), vegetation fraction (VF),
plant density (NbPlant), mean plant height (PlantH), nitrogen content (g/kg) in fresh
biomass (N), can be retrieved directly from remote sensing measurement from
Sentinel-2 with good accuracy in real farming conditions of North East Bulgaria.

&> =« -

I Date:29.11.2017

e~

L ?" * e % -

Date:12.12.2017

R

‘ -
.“ s o_-\ e
'3

2 b -

Date:03.04.2018

t“‘u/

N Estimated (%)
* Samples L_E_ | ——
Ny - N\ E
raPh AN P _.'A.“L,"‘ \° AN
* e V ¥are

Fig. 7. VHGP model for N retrieval, applied to the selected remote sensing images
before winter and after winter

For some of the parameters, VF (RMSEcv=0.14%), NbPlant
(RMSEcv =9 nb/m?), the best models were parametric and for others, DBM
(RMSEcv=52 g/m?), PlantH (RMSEcv=4cm), N (RMSEcv=2 g/kg), non-
parametric. It also demonstrated that for FBM no model could be selected for the
both periods: before and after winter. The retrieved parameters and classification
techniques can be used for delineating within-field units for which to develop
different management.
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Some of the studies parameters are not independent from one another. For
example, FBM, VF and NbPlant, or PlantH, NbPlant and FBM. To be able to
increase their retrieval accuracy multi-output regression algorithms can be used [50]
in a future work.
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JAUCTAHIIMOHHO OITPEJEJISSHE HA ITAPAMETPHU HA IIOCEBA
HA 3UMHA PAITIMLOA YPE3 CTATUCTUYECKHU PEIT'PECUOHHHA
AJITOPUTMHU C IOMOLITA HA MYJTUCHEKTBPHHA
HN30BPAKEHUSA OT SENTINEL-2

/. I'anesa, E. Pymenuna

Pe3rome

OnpeessiHETO HA MTApaMETPH Ha MTOCEBA HA 3€MEJICIICKU KYJITYPH € BaKHA
3ajaya 3a JUCTAHIIMOHHOTO HAONIOJEHNE Ha CEJICKOTO CTOMAHCTBO U 332 M3TOTBSHE
Ha CTpaTeTHH 3a yIpasiieHne Ha roserata. OCHOBHATA [1eJ1 HA TOBA U3CIIE/IBAHE € Jla
ce OICHM U3BJIIMYaHETO Ha NMapaMeTpH Ha NoceBa Ha 3MMHA paruiia 3a JiBa Ieproa
OT pacTexa: Mpeau Npe3uMyBaHE M Clie/ Mpe3UMyBaHe, dpe3 MapaMeTpHUyHH H
HeTnapaMeTpUYHN CTaTUCTHYEeCKH Mojenu W Sentinel-2 n3o0paskeHus, B peasHu
ycioBusi Ha 3emenenne B CeepomsrouHa bearapms. 3a kxanuOpupaHeTo Ha
MOJIEJIUTE CE€ M3IOJ3BAT in-Situ JaHHU OT TPH IMOJIEBH KaMIIAaHUU. 3a IIOBEYETO OT

94



W3CIEBAHNUTE MapaMeTpu O0fxa WACHTH(GUUIUpPAHH MOJETH C N00pa TOYHOCT, C
W3KIIIOYEHUE 3a HajJ3eMHaTa cBexxa Omomaca. Haii-moOpute Monmenu 3a 0010
oo nokputue (RMSEcv = 0.14 %) u rbcroTa Ha mocesa (RMSEcv = 9 nb/m?)
ca ImapaMeTpWYHH MOJENN ¢ Tpu-KaHajeH BeretarmoneH mHaekc (3BSI-Tian) u
TMHeHHa QYHKIUS 3a IbpBUS, 3-KaHalleH BereTaunoHneH naaekc (3BSI-Verrelst) u
MTOJIMHOMUSITHA 32 BTOPHS MapaMmeThp. 3a Haa3emHa cyxa Omomaca (RMSEcv =
52 g/m?), cpenna BucounHa Ha pactenusara (RMSEcv = 4 ¢cm) u chabpxkanue Ha
azor B cBexxa Owmomaca (RMSEcv = 2 g/kg) Hait-nobputre ™mozaenu ca
Henapamerpuuny, Gaussian Processes Regression 3a mbpBHS HapameTsp M
Variational Hetero-scedastic Bapmanr ma Gaussian Processes Regression 3a
JpyTHUTE JIBE.
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Abstract

With the advent of micro-sized unmanned helicopters and airplanes weighing under 250 g
certain needs for measurement instruments and setups are emerging. The authors have identified the
lack of micro-motor measurement instruments and more specifically a static thrust gauge device. For
this reason, a scales to measure static motor thrust was advised and further developed as a
laboratory setup.

The motors that are subject to testing with the described instrument are the brushed micro-
sized coreless electric motors, well suited for micro-drones with total weight under 250 g. The scale
is fitting different sizes of micro-motors and appropriate control of the input voltage is provided. The
instrument is measuring simultaneously the applied voltage to the motor and the current it consumes,
along with the static thrust the motor generates. The scale is versatile — it measures both pusher and
tractor propeller configurations. Pusher propellers in micro-drones are gaining significant attention
lately due to their better efficiency characteristics.

Introduction

The miniaturization of unmanned aerial vehicle avionics in the last few
years has led to increased interest in the design of drones having maximum total
weight less than or equal to 250 g [1]. Further, in the legislation of several
countries, a registration requirement was recently introduced, applying to drones,
as well as drone owners of machines weighing over 250 g.

There is a long list of benefits the micro-UAVs offer in comparison to
larger drones. Most important of these are:

e Low cost for manufacturing and maintenance.

e Lower risk for damaging objects and living beings due to less weight
and decreased kinetic energy of the rotors.

Ease of transportation and storage.

Low visibility due to small dimensions.

Reduced RADAR signature [2—6].

Reduced acoustic signature.

Negotiability through windows and manoeuvrability inside buildings.
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The current paper discloses a test instrument, developed by the authors,
used to measure the static thrust generated by coreless brushed micro-motors,
suitable for micro-drones. The test setup is shown in Fig. 1. The proposed device is
a weighing scale with three arms and is designed to be implemented in examining
micro-motors having 7 mm diameter of the motor body. There are different motor
sizes according to motor body length: 17 mm, 20 mm, etc. Motors with different
body diameter are also suitable to be tested with the proposed equipment after
minor modifications.

Fig. 1. Scale for measuring static thrust of micro-motors

Fig. 2 presents some of the most frequently used coreless micro-motors for
small UAVs. All of the motors up to 8.5 x 20 mm are powered with maximum
supply voltage of 3 V. The motor mounted on the scales in Fig. 1 is a 7 x 20 mm
type motor (Fig. 2 — left).
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Fig. 2. Brushed coreless micro-motors, frequently employed in micro-UAVs.
From left to right: 7 x 20 mm, 7 x 16 mm, 6 x 14 mm, 8.5 x 20 mm.

Construction

The construction of the scales is based on the balanced scales principle —
the scales arms have equal length, pivoted on a fulcrum. Nevertheless, unlike the
classic balance scales, the instrument proposed here has three, instead of two arms
with equal length. The arms are positioned in one plane and are at 90 degree angles
from one another.

Fig. 3. Static thrust scales in equilibrium
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Applying the same moment of force, but with inverse signs, to two of the
arms would keep the scales in equilibrium. Due to arms’ equal length, in order to
generate equal moments of force one should apply equal forces to arms’ ends, such
that each force is perpendicular to the given arm and lies in the plane, defined by
the three arms.

The moving part — the arms structure — is secured to the scales base
through a bearing, acting as the scales fulcrum. The friction of the bearing
introduces an error of less than 0.1 g.

The instrument in balance is shown in Fig.3. Two of the arms are
horizontal and have weighing dishes where weights may be placed. The third arm
is vertical and employs a motor mount.

Electrical schematic

The scales instrument has a socket for supplying electrical power through a
cable. The voltage delivered to the device is 3.6 V, coming from a single cell
Li-lon battery. The motor voltage is filtered by a 100 nF capacitor. Further, the
voltage is manually regulated by means of a powerful (2 W) 10 ohm potentiometer,
connected in series with the motor.

SW1 AMMETER

O—/D—i—I:J—® +

RV
VOLTMETER
&)

C

1000

o

MOTOR
w

Fig. 4. Scales electrical schematic

A digital voltmeter measures the voltage applied to the motor and displays
the result in volts on a red coloured LED digital display (Fig. 1, 4 and 6). The
current flowing through the motor is measured by a digital ammeter, displaying the
current in amperes on a blue coloured LED digital display (Fig. 1, 4 and 6). Both
metering instruments were laboratory calibrated. The electrical circuit is powered
on and off using a master switch (the red coloured switch on the right-hand side of
the scales — Fig. 1).
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Measurements

In Fig. 3 and 6, the motor mount was populated with a 7 x 20 mm coreless
brushed motor having shaft diameter of 0.9 mm. On the shaft, a 55 mm tractor
propeller was mounted (black coloured propeller). This propeller is standard for the
attached motor and generally delivers maximum static thrust in the range of
20-22 g. A common rule for multi-rotor helicopters is to fly at 50 % of the
maximum static thrust a rotor is capable of generating. For this reason the given
motor has been tested at 10 g static thrust.

For a weight of 10 g two coins of 50 Bulgarian Lev cents (see Fig. 5) were
adapted. According to Bulgarian National Bank, each such coin weighs 5 g.

Fig. 5. Used scales weight of 10 g

The process of searching for equilibrium starts by placing the 10 g weight
in the right-hand side scales dish (Fig. 6 — left), turning the potentiometer to
minimum voltage and switching on the master switch. The pot is then slowly
turned such that voltage is increased. The motor is measured to generate 10 g of
thrust when the scales has just left balance — but instead of inclining to the side of
the weight, it falls to the other side — left inclination — lifting the 10 g weight up.
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Fig. 6. Tractor versus pusher propeller configuration

The same measurement is taken after mounting a pusher propeller (green
coloured propeller) of the same type to the motor shaft (Fig. 6 — right). Now, the
weight is moved to the left weighing dish and the process of searching balance is
repeated.

The results of the measurements show a definite benefit from using a
pusher instead of a tractor propeller. The measurement results are summarized in
Table 1. A 14.7 % savings in power drain is observed, which translates directly
into the same increase in fight time and range of the unmanned aerial vehicle. On
the other hand, this power economy may be used to increase the payload of the
UAV.

The decrease of power consumed for creating the needed static thrust
comes from the lack of aerodynamic drag (form drag and skin friction) against the
beam, holding the rotor — in this case this is the scales arm — and the motor body.
In real scenario, a pusher propeller’s accelerated airflow will avoid any parts of the
aircraft it might encounter, which would, otherwise generate unwanted parasitic
drag.

Table 1. Generating 10 g static thrust in tractor and pusher propeller configurations

Voltage | Current | Power Thrust efficiency

Tractor propeller configuration | 1.9V 0.86 A | 1.634W | 6.12 g/W

Pusher propeller configuration | 1.7V 0.82A | 1.394W | 7.17 g/W

Power gain: 14.7%

Conclusions

The authors have been in development of unmanned aerial vehicle models
since 2014 and have intentions in future continuation of their work [7]. The advent
of micro UAVs as a branch of unmanned vehicles is posing significant challenge,
but also giving pleasant rewards for the large area of their possible implementation.
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BE3HU 3A UBMEPBAHE HA CTATUYHATA TAT A
HA MUKPO/IBUT'ATEJIM 3A BJIA

C. 3aoynos, I. Mapoupocsan

Pesrome

C HaBim3aHeTo Ha Oe3mmioTHMTe serarenHu amapatu (BJIA) ¢ mumkpo-
pasmepu u Maca He moBeue oT 250 g, ce TosiBSBa M HYXJa OT M3MEPBATEIIHU
CpeACTBA, aJaNTUPAaHU KbM TE€3H MAIIMHU. TyK € KOHCTaTupaHa JIMIca Ha MOJO0HH
CpeACTBa M MO-KOHKPETHO BE3HU 3a M3MEPBaHE Ha CTaTMYHATa Tsra, reHepupaHa
or neurarenure. [lopamm ToBa € paszpaboTeHa IJlabopaTopHa Be3Ha C
TOpPEeoIMCcaHoTO TpeAHa3HayeHne. MoraT Ja ce TecTBaT KOJEKTOPHH [IBUTATENH
0e3 chplLEeBHHA B pOTOpA.

JBurarenure, KOUTO ca MpeAMET HA W3MEPBAHUS M TECTBAHE C OMUCAHHS
WHCTPYMEHT, ca C MUHHATIOpHU pa3Mmepu. llocnegnure ca mogxomsmu 3a
npuioxkeHue B BJIA ¢ muxpo-pasmepu u maca g0 250 g.

Besnata paboTH C pa3nuyHM pa3MepH Ha JIBUTATENUTE M INPEIOCTaBs
KOHTPOJI Ha 3aXpaHBallOTO UM HaIpeXeHHe, TOKa Ha KOHCyMallus W CTaTHYHaTa
Tsara. Ta e mpwioknma 3a U3MepBaHe, KaKTO Ha TErJIeIlW, Taka W Ha TIacKally
BUTJIAa. Trackamure BHTIA 3a MHKpPO-APOHOBE NPUAOOMBAT BCE IO-TOJSIMA
HOMYJSPHOCT MOPaIH MO-BUCOKATA CH €()EKTUBHOCT.
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Abstract

In this paper, we study the use of orthogonal transformations, namely, the basic Haar wavelet
transforms, for data processing of the Earth remote sensing.

The internal structure of orthogonal Haar transforms is considered. The Haar matrix is
divided into blocks of the same type, so that parallelization of the computations is possible. The
expediency of replacing the spectral components corresponding to the whole block (or several blocks)
of the original matrix with zeros is asserted. Theoretical and experimental studies are carried out to
improve the results of image classification (on the example of cluster analysis). The Haar wavelet
expansion coefficients are used as indicators when decoding space images for the presence of waste
disposal sites.

The aim of this paper is to describe the approach, on the basis of which an optimal method is
established on a class of vectors with real components

X, = {X=(Xo,--~, Xyt ): fo‘xkil X, ‘ < A}, application of two-dimensional discrete Haar wavelet

transformations in the problem of recognition of space images for the presence of waste disposal sites.

General methodology of research. The paper uses elements of mathematical analysis, wavelet
analysis, the theory of discrete orthogonal transformations, and methods for decoding cosmic images.

Scientific novelty. Encoding by means of conversion is an indirect method, especially effective
in processing of two-dimensional signals, in particular, space images used for remote sensing
of the Earth.

We propose the approach that takes into account the structure of the wavelet-Haar matrix,
while recognizing waste disposal fields by means of space images.

The article comprises the result of the experimental application of wavelet-Haar
transformations for decoding of space images. We consider this case, both with and without the
technique of taking into account the structure of the wavelet-Haar matrices.
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Introduction

Modern photogrammetry is characterized by digitalization, i.e. wide
introduction of information technologies and the creation of automatic and
automated information systems for decoding of satellite imagery. It suggests the
measuring of the coordinates of the corresponding points and the recognition of
objects.

This article continues the research of the creation of an automated system
for monitoring the territories for the presence of waste disposal sites (WDSs).

As a matter of fact, we speak about the application of the mathematical
apparatus, namely, of wavelet analysis in the subsystem of detecting the
unauthorized WDSs, while working with aerospace information, primarily for
automated decryption. As different information technologies with multiple
characteristics emerge, remote monitoring of various phenomena and objects is now
quite possible and is widely used [1, 12, 22-28].

It is, first of all, the satellite systems for Earth observation and large flows
of information that enter the scientific laboratories. This leads to the creation of new
approaches and methods for organization of the work with information about remote
sensing of the Earth (RS), as well as technologies for constructing remote monitoring
systems.

The topic of wavelet analysis is quite in demand [4—-11, 18, 19]. The wavelet
transform is the decomposition of the original signal into wavelet functions using
scaling and shift operations. The graphical representation of the result of the wavelet
analysis is called wavelet coefficients. The accomplishment of an inverse
transformation leads to a convolution of the wavelet coefficients and the wavelet
function. If only a part of the coefficients is used for the inverse transformation, a
filtered image is obtained, which is later used when recognizing the objects in the
image.

There is a relationship between the values of the coefficients of wavelet
decompositions and signal deviations [18, 19]. This property is used when working
with space images [12].

The visual analysis of wavelet decompositions allows identifying objects of
different sizes. This is due to the fact that when the conversion and the shifts are
performed in parallel, scaling also occurs. General patterns are determined when
small scales are used. Local features in the image are revealed when large scales are
used [20].

The use of the wavelet transform makes it possible to exclude from
consideration small, minor objects that hinder the visualization of valuable objects
in the image. The visualization of WDS, as is known, is carried out with the
automated processing of the results of remote sensing of the Earth, as well as in the
interactive processing of space images.
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When monitoring territories using remote sensing data for the presence of a
WDS, one can use the properties of wavelet transforms under consideration.

To detect the changes in the area of study, a periodic monitoring of a fixed
area is also necessary. So, in the course of time, it is necessary to identify changes in
the terrain for the presence of WDS. When solving such a problem, external factors
that interfere with the objective information gathering are in effect: the state of the
atmosphere, the season, the position of the sensor, and so on.

The wavelet transform minimizes this effect and improves the accuracy of
the decoding of the space image [16].

Let us specifically consider the Haar transformations as one of the varieties
of wavelet transforms and carry out theoretical as well as practical studies on
deciphering the space images (SI) for the presence of a WDS [20].

Formulation of the problem

The Haar functions belong to the class of piecewise-constant functions. They
allow evaluating the local properties of the signals under study and are usually called
Haar wavelets. Let us give the main definitions.

Definition 1.

xn@ =1

(1) (ZmT_l,fOT'tE[j_l E)

2m-1’ m

. = m-1 . ;
Xmj ) —2 2 ,forte [ﬂ J )

om ’om-1

0 in all other cases

where m=1,2,...; j=1...,2™", and in case j=2"", the right side of the
segments is also considered closed on the right. When numbering functions by a
single index k, it is assumed k =2 ™" + j.

This definition, as it is known, differs from Haar's definition of Haar values
[2] at points of discontinuity, but the main property of the Haar system — the uniform
aspiration of the Fourier-Haar series of f (t) to f (t) [10] is preserved.

Let’s consider the Haar functions from the standpoint of applying them to
wavelet analysis. It is known that Haar's functions are now also called Haar wavelets,
since they can be described with the help of formal rules adopted in the theory of
wavelet analysis [18, 19]. The scaling function and the "Haar mother wavelet"
coincide with the first and second functions respectively, of the considered system.

2 o0)=1,0)=1, 60.1);
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Functions of the Haar system are determined according to the theory of wavelets by
means of large-scale transformations and transfers of the "mother wavelet":

@ g (@)=V2" y(2" 0-Kk);m=0,1,2,..; k=0,1,....2" —1

It is also known how to move from double numbering to single [19]
() n=2"+k; m=0,1, 2, ....,; k=0,1,...,2" -1

There is also a mechanism for using the system of orthogonal Haar functions as the
basis for the expansion of a continuous signal defined on an interval.
Haar series of one-dimensional signal x(t), te [0, T) have the form

©  x0=Y oz [le

n=l1

Here the coefficients are calculated by the formula:
1} 1
(7 c,o=— | x(t — |dt
=7 j ® 7 | 7
The truncated Haar series are:
. = t
® %0 =en1]
=0 T

The latter possess the property of uniform, mean-square convergence and
convergence in mean. These series are used to approximate signals described by
integrable functions.

The mean square error of approximation for a finite number of orthogonal
components of the Haar series is calculated by the formula:

, 17 Sy t)
® & =TM x(t)—nzz(; c, Z(Tj }dt

Or with double numbering, the Haar series has the form:

(10)  x(t) = c, + i 221 Cow X (%)

m=0 k=0
We consider the following problem connected with the structure of Haar functions

[3].

As an example, let us consider the Haar matrix of order 8.

106



11 1 11 1 1 1 } MH/
111 1 -1 -1 -1 -1| } MH;
V2 V2 V2 V2 0 0 0 0 } MH:2
a1 F @) _1jo 0 0 0 V2 V2 -2 -2 '
WT Rl 2 -2 0 00 0 0 0 0
0 0 2 -2 00 0 0
MH;
00 0 0 2 =20 0
00 0 0 0 0 2 -2

The notation system is as follows: M H; — a rectangular submatrix of the
size 8 x 2. This submatrix is formed from the Haar functions of rank r, where
2T < r<2%, k=1, 2,3.

The Haar matrix of any order N =2""' (\n>0) can be decomposed into
submatrices l\/IH;n+1 , k=12, ...,n+1.

Each submatrix is formed from the Haar functions of rank r, 2 < r < 2.

Known matrix operator 3, which makes it possible to create these submatrices with
the help of a recurrence relation:
M] + o]

o : ]

Notation system: M is a dimension matrix mx p; ® — kronecker product.

12 3[M]=m ®F ‘ﬂ:

~

After the action of the operator J, we obtain a matrix of dimensions 2 mx=2 p;
It is known that:

(13)  MHY, = 3[MHE' [ k=2, ..., n+1

2n+l

The rectangular matrix MH ;M for any n has the following form:
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2n+17k 2n+17k

/_/H f_/H

+ed —m 0.0 0..0 0...0 0...0
2n+]7k 2n+17k

4y 2¢'700..0 0.0 +..+ —..— 0..0 0...0

0..0 0..0 0...0 0...0 0...0

2n+1—k 2n+lfk
— —

0.0 0..0 0...0 0...0 +...+4 —...—

Notation system: + means + 4/ 2Kt ; — means —-f 2Kt ;where k=2,....n+1.

discrete orthogonal transformation (DOT) Haar matrix

j.i=0,N—1
and let Xe X, , where X,= %X:(XO"'WXN—I):mE'XXk—I —x| < A}- To determine the

most informative elements, let’s consider the following optimization problem. Find

y; — extr under condition Xe& X, , where:

(15) Yi =X, @, (0)+X1§”j (l)+"'+XN71¢j (N_l)

For definiteness, let us consider the maximum problem.
y; — max under conditions:

[ N-I
(16)  [x —X|<A, k=1, N-1 where yi=> % o)
i=0
j - fixed integer j=1,.., N_1.

Algorithm for solving the problem (1): In solving this problem, we use the optimality
principle in dynamic programming [21]. The initial problem splits into iterative
steps, at each step a solution is sought in accordance with the principle of optimality.
The decision-making procedure will be carried out starting at the end and going to
the beginning.

Let )20 seeey )’EN—z in (1) are optimally chosen. Then the last step will be to
find the optimal value of the component Xy _;. Given that [Xy_, — Xy | <A we

can assume Xy, =Xy , + Asign ¢, (N —1).

The solution of problem (16) is presented:
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Ji=%0;(0)+ % ¢, 1)+ ...

(17) , , .
+ Ry @ (N -2) +(Ry_» + Asign o; (N -1)) @ (N-1)=
= 2,0,0)+ % 0, ()+...+ %, (@, (N=2)+ 9, (N-1)) + A ¢, (N 1)
Let us now turn to the following problem for a maximum: Y; — max on
condition:

(18) |k —X¢| <A, k=1, N-2

where
N-3
(19 yj=>" X0 )+ xn-2 [ 9j (N=2)+9; (N —1)]+A‘ ;i (N —11
i=0
Let us assume that X,..., X, in (19) are optimal. Then
(20)  Ry_o=fn_3 + Asign(p; (N=2)+e; (N 1))
The solution of problem (19) is

QD 95=%0j©0)+ X ;) +...+ tn_30;(N-3) +
+ [ans + asign [ (N=24+05 (N-D)]]fo; (N-2)+05 (N-D) ]+ 4| o (N-1) =
= %00, (0)+ %1 0j () + ...+ Ry (0 (N=3) + 0j (N=2) + ¢; (N 1)) +

+Alpj(N=2)+A p;(N=1)|+ A | pj (N-1)|

Continuing this process step by step, in the end we will have

N -1 N—-1|N-1
(22) max Yj = Xo Z(pj(i)+Az Z(oj(i) j=1,N-1
xeX, i=0 m=1 | i=m

For the Haar matrix, by virtue of orthogonality, we have:
23)  ¢j(0)+@j)+...+j(N-1)=0, j=1N-1

Taking into account relations (22) and (23), we obtain:

N-1 |m-1
(24) max yj:AZ Zgoj(i) j=1N-1
xeX, m=1 | i=0

If we consider the problem to a minimum, we have:
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(25) N -1

_min y] =—A
xe X,

In general

m-1

2. i)

i=0

N -1
26 fy|-a Y SN
xe X,

m=1

This relation leads to the following assertion.

Statement:
The least informative elements, which can be zeroed out in the future, are

the elements of the last bundle of vector 9 .
Proof. Let F = F,, (N) be the matrix of order

27)  N=2""(n>0), xeX,, y=F, (N)x=(Yy,.0r Yni) -

Based on (26) and starting from the form of the matrix MH ;M , we have for
28)  j=2KT1 .. .2k-1:

i znix‘ yj‘=ﬁ[\/2?" P22 2T )T (2 o) V2T ]:

— — 3
_ \/2k ! [1+2+“.+2n+|7k +(2n+l—k _1)+”.+1] _ Vzk : 22(n+l—K) — NA
N JIN N

It follows that the least informative elements are the elements of the last packets of

vector Y , so they can be reset to zero when the image or space image (SI) is further
processed.

Experimental research

Let’s use the theoretical studies and carry out an experiment related to the
application of the cluster analysis algorithm to decipher the SI for the presence of
WDS on the basis of the soil.

The state of the soil cover largely depends on anthropogenic factors —
industrialization, urbanization, contamination with solid and liquid waste, soil
poisoning with pesticides, etc.

As an experimental part of this article, we investigate the problem of using
wavelets-Haar for space images obtained from the Landsat artificial satellite (AS),
in aerospace monitoring of solid domestic waste. The experiment will consider
multispectral imagery, for example, one received from Landsat 4-5 TM satellites for
a given observation period (OP), usually at least 10 years long, as well as the data on
the amount of precipitation in the study area for the same period. Photographs (SI)
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should be geo-linked, atmospherically corrected and without clouds. In the
experiment, bands 1-7 are used.

Consider one of the methods for processing of multispectral images that
improves the results of decoding — the method of applying orthogonal
transformations (Fourier transform, Walsh, Haar, and Karunen-Loeve). In particular,
we consider the wavelet-Haar transformation. We also verify assertion 1, which was
proved earlier in this article.

It is known [12] that the bands of multispectral images very often turn out to
be correlated. The reason for this correlation may be:

- Correlation of spectral properties of objects (this is possible, for example, with
low reflectivity of vegetation cover in the visible part of the spectrum);

- Topography (the level of shading due to topographic features can be considered
the same in all ranges of registration of reflected solar radiation);

- Overlapping of registration ranges (ideally this factor is excluded when
designing the sensor, but in practice this is not always the case).

Such a correlation leads to the emergence of redundant information. The
goal that is in front of us in the experiment is to try to get rid of the redundant
information with minimal errors using the wavelet-Haar transform property of the
transformations stated in Statement 1. First, we consider the representation of a space
image by means of orthogonal transformations. Next, let us consider the selection of
the most informative coefficients or the selection of certain features by applying
wavelet-Haar transformations and performing the filtering in the local area of the
image, i.e. we will make the transition to a new basis for measurements in fixed
spectral channels.

The transformation matrix of the orthogonal transform under investigation
is fixed for a given type of sensor and survey system, therefore, for each new
surveying system; new coefficients of the discrete orthogonal transformations
(DOT) must be calculated.

Let us consider the point of the proposed method. The physical justification
for it is as follows. In multispectral imaging systems, the image is formed in
accordance with the reflection from objects of electromagnetic energy in narrow
spectral regions.

The image in certain channels fixes the reflection of the spectral brightness
of the original object in a given range of the electromagnetic spectrum.
Multispectral image

@)

consists of k images P, each of which represents the values of the brightness
measured in narrow spectral regions (K — number of channels of the survey system).
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Vector P i = (p,1 i p’ j5eees pikj ) contains the brightness values of the elements

P

ij in each channel of the filming system.

For different objects, the spectral brightness in different ranges of the
electromagnetic spectrum, although different, is strongly correlated. Measurements
in narrow spectral regions (bands) performed by a multispectral imaging system do
not eliminate the correlation dependence. Thus, the measurement system does not
form an orthogonal basis. Orthogonal transformations make a transition from the
space of measurements of the spectral brightness of objects to the space of attributes
associated with the properties of a given class of objects.

So, the experiment consists of two steps: the first one is the application of
the orthogonal transformation to the original image, which will allow decorrelating
the component image vectors and reducing the dimensionality of the image; the
second is to build a learning classifier for the task of pattern recognition.

Let us consider the implementation of the first part, namely, the selection of
characteristics.

We consider the type of object that undergoes changes in the presence of
solid household waste: clean soil, i.e. we are interested in such a characteristic sign
as brightness.

The purpose of experimental studies is to assess the accuracy of soil
deciphering based on comparing the results of visual decoding of the original image
and the image obtained with the use of the ADT. Then, based on comparing the
results of classification without learning, using the k-means algorithm for this image,
and on the image with orthogonal transformation. After segmenting the selected Sls,
we define homogeneous clusters.

Description of the algorithm

The further numerical algorithm is defined as follows.
Let us describe the algorithm first for the original one-dimensional vector X. The
transition to a two-dimensional image is accomplished by applying the experimental
results to the rows and columns of the original image, i.e. the Sls, will be discussed
in detail below.

Let X = (XO, X5 oo X,\H) be the initial data vector, considered as the
realization of some random process with certain properties.

F — discrete orthogonal transformation (wavelet-Haar transform);
F! —inverse transformation;

k — number of discarded items, K= —;

m
m — the number of stored items in the new coordinate system;
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S — matrix of dimension choice Mx N pamram, 1<M<N;
W — dimension recovery matrix N xm;
£ — some metric.
The task of selecting informative elements consists in choosing F, S, W so that

(30)  p(xF'WSFx )— min

The matrices F,, S, , W, lead to the indicated minimum and are called

respectively the optimal basis matrices, optimal choice matrices and optimal
recovery matrices.

Substantively, problem (30) reduces to the following. The original vector X
of dimension N undergoes an orthogonal transformation F, which leads to a new,
more convenient coordinate system. Then, using the selection matrix S, m samples
of the signal in the new coordinate system are selected. These samples are intended
for image recognition. If necessary, "extrapolation" (restoring the dimension) of
these samples by means of the matrix W is carried out. Then, by means of the
orthogonal transformation, the original signal is restored.

When solving the SIs decoding problem, we consider a simpler problem. Namely,

we fix the transformation F and take W = S". Then in (30) the minimization is
performed only over S.
The value p(X, F,~ W,S, F, ) is called the recovery error level.
Comment. Let S be a matrix of the form (j_ . 0),W=5",p - the root-

mean-square criterion, then in expression (30) the optimization is carried out only
with respect to F. In this case, the optimal basis is the Karunen-Loeve basis [3]. The
Karunen-Loeve basis leads to uncorrelated components, but requires a large volume

of operations -0 (N 3).
In view of our assertion 1, we can list the main steps of the algorithm under
consideration.

Let X = (XO, X5 eers XN—l) be the initial data vector from some metric

space(X , p), F is an orthogonal matrix of order N (wavelet-Haar);
The algorithm is implemented in three steps.
1. The vector X = (X,, X, , ... , Xy_; ) undergoes a transformation F:

Yo

yN—l

2. The vector y is replaced by the operator of choice S by a smaller vector ¥ :
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B2 =Sy =(VosYioeees Vi) >

which must be further deciphered.
The matrix S of dimension mx N has the form:

1 0

RN R
0001000

k — compression ratio of the original signal, k = %;

3. On the receiving side, the resulting vector ¥ is complemented to the dimension N
by means of the operation

- T ~
B9  F=5"9=(Yo.¥1s Ym1:0..,0).
4. The vector Y undergoes a reverse transformation F'ie.

(35 x=Fy,
which restores the original data vector with an error ¢ = p(x , % ).

The problem is to determine such a choice of the spectral components
replaced by zero, which ensures a minimum of error for a given K.
It follows from Assertion 1 that in the case of a wavelet-Haar transformation, it is
necessary to replace the last pack of blocks with zeros.

In more detail, let us consider in detail the case of two-dimensional space
images.

Entering the input system of the original image of dimension N x N, we
represent them in the form of their scans, namely the m=N? element vector, i.e.

consider a one-dimensional signal.
The coding process is performed in two stages.
1. By means of the transformation F m, the m-dimensional space of the original
vectors f is mapped into the m-dimensional spectral space of vectors f .
2. The transition to the k-dimensional (k < m) space by means of the operator S

reduces the dimension of the vector f , i.e. the most informative spectral components

of the vector f are selected.

The most informative are those spectral components whose transmission
will allow us to obtain in the decoder an estimate of g of the original vector f with

the minimum possible distortions determined by the chosen metric p(f , g) .
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The decoding process is performed in two stages:

1. By means of the operator W, a filtering of the noisy truncated vector f
and a transition from the k-dimensional to the m-dimensional space of the spectral
components are carried out.

2. Through the F ' operator m-dimensional space of spectral components is
mapped into m-dimensional space of initial vectors.

Let us give a photogrammetric interpretation of the described algorithm,
taking into account the research related to the WDS and space images, respectively.
The Haar transformation in matrix form can be writtenas Y =FxX, X =F'Y ,
where X and Y are matrices of the halftone image size in the luminance and frequency
space, F and F* are linear operators N x N of the size of the direct and inverse Haar
transform for the corresponding images of X and Y.

The matrix X is obtained by changing the size of the original matrix X from

N x N to mx M, where N=2", n=1,2,...change in spatial resolution.
To do this, an interpolation of the functional z= X (i, J) defined by a grid of values

i=1..m,j=1..mwithasteph=1 (m values along the abscissa and ordinate
axes) into the functional z = X (i, j), given by a grid of valuesi=1..m,j=1..m
with step h = (m-1) / N (N values along the abscissa and ordinate axes). Compression
of the matrix Y is provided by the compression matrix Y'= SFX (selection matrix)
S.

The effect of the operator S on Y acting as a low-pass filter (from 1 to m)
leads to another result of the direct conversion: Y'= SFX.

As a result of the inverse transformation of the (F')* matrix Y ' signal

X':(F')_1 Y' is restored with accuracy

1 N N 5
(36) & :P|2(Xax'):\/WZZ(Xij _X'ij) >

i=1 j=I

I, — standard-mean-square norm; &1 — error of restoring a two-dimensional signal.
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(al) (b1)

(a2) (b2)

Fig. 1. Recovery errors: 1) ¢1; 2) &2; on different channels
and at different compression ratios; b) matrices

We estimate the recovery errors (without the action of Statement)&',, €',

(under the action of the Statement) for the Haar transformation with different
compression coefficients k and on different channels of the original image X of the
litter area (landfill Kuchino, August 2011). We set n = 10. In Fig. 1 shows the
matrices E1 = [ei(i,))], E2 = [&2(i,j)] of sizes | x (N-1). We see that the maximum
accuracy is observed on the 6 (thermal) bands and it varies little with compression.

Matrices E; = E'| and the elements of the matrix E'; are on the average larger than

E: for a given value of k. The smaller k, the smaller the recovery error.

In Fig. 2 — an example of signal reconstruction for n '=n/2 =5 is given. It can be
seen from figure (e) that an increase in the spatial resolution and a decrease in the
compression ratio have little effect on the recovery result. In other words, the image
of littering can be restored both with preservation or even reduction of the spatial
resolution, and at its strong compression. This is due to the fact that the litter texture
is characterized by a random, random spatial distribution of pixel brightness.
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(1) R

Fig.2. An example of Haar transforming the litter image:

a) source images (with increasing spatial resolution, n = 10);

b) Haar transformation with contraction (n' = 5);

¢) Haar transformation with contraction and S (n' = 5);

d) composites of transformations (combination of different channels,
n=_8,n"=2);

e) the best transformation (combination [3 5 7]);

f) examples of images (1-n=8,n'=2,2—n=10,n"=3).

Conclusions

In this paper, the Haar wavelet transforms used in the recognition of space
images are studied. The assertion about the determination of the selection matrix for
a given type of transformation is proved.

An experiment has been carried out that confirms the validity of the asserted
statement when decoding space images. This task is included as a component module
of the project for aerospace monitoring of WDS facilities. The principle of optimality
in dynamic programming, elements of mathematical analysis, the theory of discrete
orthogonal transformations, as well as photogrammetric bases of information
representation in space images are used in the work.
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U3CJIEJBAHE HA OCHOBHUTE XAAP YENBJIET-
TPAHC®OPMALIMHU B 3AJJAYATA 3A JEKOJUPAHE
HA IPOCTPAHCTBEHHU U30BPAKEHUS IPM OTKPUBAHE
HA CMETHIIA

M. Kazapan, M. Illaxpamanan, C. 3adynog

Pesrome

B mHacrosimata CTaTHs HHE H3CICABAME H3IMOJI3BAHETO HA OPTOrOHAIHH
Tparcopmalni, a IMEHHO OCHOBHHTE Xaap yeiBieT Tpancdopmaiuu ¢ 1en odpa-
00TKaTa Ha IAHHU OT JIUCTAHI[MOHHU M3CIICBAHUS HA 3eMsiTa.

W3non3Ba ce BbTpEIIHATA CTPYKTYpa Ha OPTOrOHAJIHUTE Xaap TpaHcdop-
Manuy. Xaap MarpulaTta ce paszeis Ha OJIOKOBE OT €[MH M ChIIM THII, Taka 4Ye Ja €
BB3MOXKHA TTapalieNTi3alisd Ha W3YMCIICHHUsATa. Y CTaHOBsBA ce IeIecho0pa3HOCTTa Ha
3aMeHsHE Ha CIIEKTPATHNTE KOMIIOHEHTH, ChOTBETCTBAIIN Ha Iens OJI0K (MM HAKOJIKO
O070Kka) Ha OpTOrOHaNHaTa Martpuma c Hymd. [IpoBemeHM ca TEOpPEeTWYHH U
SKCIIEPUMEHTAIHM M3CJIE/IBAHUSI C 111 MOJOOpsiBaHE Ha pe3yNTaTUTe HpPU KIIACH-
¢uxanus Ha n300pakeHns (Ype3 MPUMEPH OT KIIbCTepHus aHanu3). Koedunnenrure Ha
pasmmpenue Ha Xaap yeiiBiiera ce N3M0J3BaT KaTo MHIUKATOPHU MPH JISKO-THUPAHETO Ha
MPOCTPAHCTBEHH M300paKEHHS B THPCEHETO Ha CMETHIIA.
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Ilen Ha Ta3um myOnuMKamMs € Ja ONHWIIE MOAXOoAa, Ha Oa3zaTta Ha KOWTO ce
YCTaHOBSIBA ONTHMAJICH METOJI BBPXY KJIaC OT BEKTOPH C pPEATHH KOMITOHCHTH

X y= %=X s Xy ): MAX|X,(_ =X, | < As TPWIOKEHHE HA JBYMEPHH JAMCKPETHH Xaap
k

yeliBner TpanchopManuMK BBPXY 3aJadarta 3a pas3lo3HaBaHE Ha CMETHIa B
MIPOCTPAHCTBEHH N300pasKEHHUS.

Obwa memooonozuss Ha u3ciedgaremo. MatepuaabT U3MOJI3BA €IIEMEHTH Ha
MaTeMaTHYEeCKHUs aHalu3, YeUBJIET aHain3a, TeOpHUsTa Ha JUCKPETHUTE OPTO-TOHAIHU
TpaHcHOpMAIMU U METOUTE 3a AEKOJUPaHe HA KOCMHYECKH H300pa-KeHHSI.

Hayuna nosocm. Komupanero upe3 mpeoOpasyBaHe ¢ WHIUPEKTEH METOI
0co0eHO e(eKTMBeH NnpH o00paboTKaTa Ha JBYMEPHHM CHTHAIM, Hal-Bede IIpo-
CTPAHCTBEHH M300paKEHHS, N3MOI3BAHH 3a JUCTAHIIMOHHH U3CICIBAHUS Ha 3eMsTa.

Hue mpemmarame mojaxoj, KOHTO B3eMa MoJ BHUMaHHE CTPYKTypaTa Ha Xaap
yeWBJIeT MaTpHIaTa, KaTo B CHIIOTO BpEME pa3lo3HaBa CMETHINA B MPOCTPAHCTBEHH
HM300paKCHUS.

Crarusita oOXBalla EKCICPHMEHTATHOTO TMPHIOKEHHe Ha Xaap yeHBIeT
TpaHchOpMalMUTe 3a JCKOAWpaHe Ha MPOCTPAHCTBEHHM wu300paxkenus. Hue
pasriexaame ciydamTe, KakTO C, Taka W 0e3 TeXHHKaTa Ha B3eMaHe MpPEIBHUI
CTpyKTypara Ha Xaap yelBJIeT MaTpHUIIHTE.
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Abstract

A limiting factor in further development of the electrically driven multicopter type UAVs is
their low flight endurance — up to 1 hour with a real payload. It depends, on the limited specific
energy of the batteries that multicopters carry on board.One of the solutions to the problem is the use
of an energy source with higher specific energy — gasoline. Through it, electricity is generated
onboard, which feeds the drive motors and the payload. In theory and in practice, hybrid drives allow
the flight endurance of multicopters to reach 4 hours.

Attempts to create multirotor aircraft, powered by internal combustion
engines, date back to the beginning of the last century. In general, they are all
unsuccessful. The main reason is the inability to manage effectively the thrust of
the individual rotors.

The idea of multicopters was successfully implemented about 10 years ago,
with the development of unmanned aerial vehicles with electric propulsion
(MCP¢p).

Nowadays MCP,, are separate, independent and fast growing class in the
aviation technique, with good perspectives and application capabilities. They have
flight characteristics, robotic and automation potential, with which they are
superior to other heavier than air unmanned aerial vehicles — airplanes and
helicopters.

The modern MCP., are powered by propellers with low weight, high
aerodynamic efficiency and specific thrust that reach up to 19.0 kg/kW. They are
mounted directly on the shafts of brushless electric motors with an efficiency of
95 + 98 % and specific power of 3.0 + 4.0 kW/kg.

The control of MCP,,s flight is carried out by precise and rapid change of
the thrust, that create the lifting propellers, via varying of their electric motors rpm.
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This is done by Electronic speed controllers (ESC), which have efficiency of about
95 % and a relative weight of 0.15 kg/kW.

The MCP,, are mainly powered by lithium-polymer (Li-Po) batteries. At
present, they have specific energy (C,Ec) up to 350 Wh/kg. Their operating life is
relatively short — no more than 1 000 charging cycles, while through this time their
capacity is constantly decreasing. Their theoretical maximum is 400 Wh/kg. The
next generation in the development of lithium batteries is lithium-sulphide (Li-S)
and lithium-air (Li-Air) batteries. It is expected their C,E. to reach
600 + 1 000 Wh/kg. Now on the market are available Li-S batteries with C,E. —
380 Wh/kg. However, they quickly lose their capacity and still have a very limited
number of charge-discharge cycles. This makes it difficult to use them for
propulsion of MCPk.

Modern MCP., are made of composite and other materials with high
strength characteristics and low relative weight. Modern technologies are used and
effective constructive solutions are being implemented. This allows their empty
weight (EW) (with engines and propellers, without batteries and payload (PL) to be
reduced to 30.0 +~ 40.0 %, and the payload to reach 10.0 + 15.0 % of the maximum
takeoff weight of the vehicle (MTOW).

The MCP., fly in high thrust-to-weight ratio. When hovering and
maneuvering in calm air they need a thrust (T) that exceeds 1.2 + 1.4 times the
MTOW of the vehicle. In dynamic air environment the thrust-to-weight ratio
T/MTOW may exceed 2.0. To achieve these parameters, MCP,, must carry on
board batteries with high capacity and weight.

The main problem with the modern MCP, is the limited flight duration
(Thighe). There are different formulas and electronic calculators for calculating the
flight duration of electric driven multicopters. In all of them Thign is a function of
the following parameters:

(1) Thight- = f0 pwr; CpEe ; CpTprop; T/MTOW) ,

where: 1w — efficiency of the electric power transformation (a product from the
multiplication of the efficiency of electric motors and controllers =~ 0.9);
CpTprp — propeller specific thrust (for existing multiscopers — an average
of 11.5 g/W);
T/IMTOW - thrust-to-weight ratio 1.4 + 2.0.

The Thigne of the multicopter depends mainly on the specific energy of the
battery CyE.. When using existing lithium-polymer batteries with CyE. -
350 Wh/kg, the maximum flight duration of MCP,, with PL (carrying on board a
payload representing 10 % of the MTOW) is achieved when the weight of the
battery is twice as much as the empty weight of the aircraft. However, it may not
be more than 45 minutes (with thrust-to-weight ratio — 1.4), regardless of the
MTOW. After this flight duration limit, MCP, become very heavy, reduces their
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payload and generally they lose their specific advantages over the airplanes and
helicopters.

A solution of the existing problem, while retaining the advantages of the
electric propulsion of the lifting propellers, is the generation of electricity on the
board of MCP,p, using internal combustion engines — ICE, that work with fossil-
type liquid fuels or such, produced from renewable energy sources containing
hydrocarbons.

The feasibility of the hybrid propulsion of MCPe, is based on the high
specific energy of the widely used liquid fuels, which exceeds many times that of
the best batteries. C,E. for the diesel and kerosene is about 12 000 Wh/kg. For the
gasoline this value is over 12 200 Wh/kg. This is a chemical energy. In order to be
used to fuel MCP;, it should be converted into electric. For hybrid propulsion of
multicopters, it is best to do this indirectly — using heat engines. In them, the heat
produced by the fuel becomes into a mechanical energy that drives power
generators.

The specific energy of such a hybrid power plant — C,E.Hy depends on the
following parameters:

CpEcHy = f(CpF; Nhe, CpWhe; Negs CpWeg; CpEcBh)

C,F — fuel specific energy — for the gasoline 12 220 Wh/kg;

nne — heat engine efficiency — 5.0 + 45.0 %, depending on type and power
range;

C,Whe — specific weight of the thermal engine, exhaust system and control
unit 0.450 + 5.0 kg/kW, depending on the type of the engine and power range;

neg — efficiency of the electric generator, rectifier and control unit =~ 0.9;

C,W,, — total specific weight of the electric generator, rectifier and control
unit, their cooling system and the connecting node with the heat engine
~1.10 kg/kW;

C,E:Bi — specific energy of the Buffer battery — 350 Wh/kg.

The main factors that determine the specific energy of the hybrid power
plant are the thermal engine efficiency of and its specific weight. They are vastly
dependent on the power, required for the multicopter flight. Modern MCP., should
have a payload of over 2 kg. This means that their MTOW must start at about
20.0 kg. The upper limit on which this type of aircraft loses its advantages is about
50.0 kg (payload — 5 kg). With a specific thrust of the propellers — C,Tprop — an
average of 11.5 g/W, the power required by the electric motors is within the range
1.8 + 4.3 kW. Taking into account their efficiency and the efficiency of their power
controllers (0.9), a minimum of 2.0 + 4.8 kW should be supplied from the hybrid
system. Assuming that the peak loads will be absorbed by the buffer batteries and
they provide an average of 5.0 % of the total power (0.1 + 0.24 kW), the capacity
of the power generators should be in the range 2.1 + 5.0 kW. With total efficiency
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of the electric generators, their rectifiers and control blocks =~ 0.9 — the power of
the thermal engines should be 2.3 + 5.5 kW.

For the calculated power range, the most relevant technical specifications
have the two-stroke, gasoline internal combustion engines — ICEgs. Their specific
weight, fully equipped (with ignition system, exhaust pipe and cooling system) is
1.10 -+ 1.80 kg/kW, power per liter (80 + 110 kW/dm?), efficiency (11.0 + 15.0 %).

The dependence between the Brake Thermal Efficiency — BthE — #4 and
specific fuel consumption — befe (g / kW / h) is as follows:

100 x 10° 100 x 10°
m= ; bcfc =
bcfc x C,F nin % CyF

For ICEgs with 7 (11.0 = 15.0 %), the specific fuel consumption —
befe will be in the range (750.0 + 550.0 g/kWh).

In order to achieve maximum flight duration, a battery powered MCPe,
with a maximum take-off weight of 20.0 kg and a payload of 2.0 kg, must have a
battery with weight of not less than 10.0 kg. To replace this battery, the hybrid
power plant — with the same weight should have a weight:

ICEgs (with power 2.3 kW and efficiency 10 %) with its systems — 2.6 kg;

fuel tank — 3.8 kg (empty — 0.3 kg + fuel — 3.5 kg);

electric generator with rectifier and control unit — 2.4 kg;

buffer battery — 0.4 kg;

supporting structure for mounting the engine, generator and other
equipment — 0,8 kg;

total — 10 kg.

With the fuel of 3.5 kg, available on board, the hybrid-powered MCPe, will
have flight duration of about 2 hours — more than 2.5 times greater than the
maximum possible with batteries. For the above example, the energy density
provided by the hybrid power plant — C,EcHy is about 1 500 Wh/kg.

The practical realization of the idea of hybrid propulsion of MCPy, starts in
2015. The first multicopter with hybrid drive is the quad-copter HYBRIX.20,
Fig. 1. Tt is created by the Spanish start-up company Quaternium based in
Valencia. It is assigned to it by the Spanish Ministry of Defense with the Vantex
project in the middle of 2015. The same year, in November, a prototype was made
and tests began. On December 26, 2017, HYBRIX.20 establishes a flight duration
record — a 4 h and 40 min hovering.
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Main characteristics of HIBRIX.20:

1. MTOW: 20.0 kg
2. Empty Weight: 13.5kg
3. Payload: +2.5kg
4. Flight duration with maximum payload: 2.0h
5. Cruise speed: 50 km/h
6. Max. speed: 80 km/h
7. Propellers: 30"
8. Operational temperature: —10+45°C
9. Propulsion system: hybrid
10. Heat engine: Two-stroke gasoline ICE
11. Fuel: Gasoline, 95 octane + 4 oil
12. Batteries: LiPO 128

In 2016, after improvements, the maximum payload of the multicopter was
increased to 5.0 kg.

HIBRIX.20 is powered by a single cylinder, gasoline, carbureted
two-stroke ICE with spark ignition, air cooling and a conventional exhaust system.
The shaft of the engine is located horizontally across the longitudinal axis of the
multi-copter. By means of an increasing rpm belt drive with a toothed belt and a
gear ratio of about 1: 3, it drives a brushless electric motor running in the generator
mode. The engine turn over manually, by Pull starter.

Analysis of HIBRIX.20 Flight Duration Results — at full load, with and
without payload, show that its engine's specific fuel consumption is around
840 g/kWh. This corresponds to nth of about 9.6 % and means that this ICE is
likely to have a working volume below 30 cc.

With the same aerodynamic configuration as the HIBRIX.20 and with very
close flying characteristics is the hybrid quadcopter Tailwind — Fig. 1, developed
by the US company Skyfront, located in the State of California.
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Fig. 1. Main view of HIBRIX.20
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Fig. 2. Main view of Tailwind

Main characteristics of Tailwind:

1. MTOW: 12.0 kg

2. Payload: 3.0kg
3. Flight duration with 1.0 kg payload: 35h

4. Flight duration without payload: 4 h 34 min
5. Max. speed: 50 km/h
6. Flight range: 250 km
7. Operational temperature: 0+45°C

8. Propulsion system: hybrid
9. Heat engine: two-stroke gasoline ICE

The Tailwind engine is gasoline, single-cylinder, carbureted. Its shaft is
located parallel to the vertical axis of the multi-copter. Its shaft is oriented in
parallel to the vertical axis of the multi-copter. It directly drives a three-phase,
brushless electric motor that initially starts the ICE and then operates in a generator
mode. Fuel consumption of the ICE is about 930 g/lkWh. The engine’s efficiency is
around 8.8 %. Probably it has a working volume of 25 cc.

Chinese company Richen Power has developed a Hybrid Power Plant —
NOVA 2000 Generator System H2 — Fig. 3. It is in the form of a separate module
for installation into electrically driven multicopters.
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Fig. 3. Main view of NOVA 2000

The engine is two-stroke, gasoline, with carburetor and spark ignition. Its
displacement is 32 cc, with a cylinder diameter of 38 mm. The bsfc, depending on
the flight regime, is 560 + 750 g/kWh with efficiency 14.6 + 11.0 %. It turns over
with an external electric starter. The electric generator is connected to the ICE
directly — on one axis. It is three-phase with stationary coils. Its maximum power is
2.0 kW and the nominal — 1.8 kW. The voltage that H2 generates is 48 V. Peak
loads in turbulent conditions, when maneuvering and in emergency situations are
provided by 3 pcs. LiPo batteries — 1 800 mAh, 75C, 4S. The total weight of the
NOVA 2000 Generator System H2, without tank, buffer battery and frame is
5.2 kg. The module is designed to supply with energy quadcopters with total take-
off weight up to 18 kg and hexacopters with MTOW - 21 kg.

The NOVA 2000 price is $ 4 660.

GAIA 160 - Hexacopter — Fig. 4 and Bumblebee — quadcopter are multi-
copter systems with hybrid drive and both are developed by the Chinese company
FoxTech. They use NOVA 2000 Generator System H2. The hybrid unit is located
under the aircraft along their vertical axis.
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Fig. 4. Main view of GAIA 160

The MTOW of GAIA 160 is 19.5 kg. The fuel tank capacity is 6.5 1. With a
payload of 2 kg, it provides flight duration of 4 hours. When the payload is 5 kg,
GAIA 160’s flight duration is 2h. The maximum flight speed is over
15 m/s. The electric motors are T — MOTOR USII KV85. The lifting capability of
each hexacopter arm is 6.5 kg. This enables GAIA 160 to fly with 5 moto-propeller
groups when one of the engines is off.

The GAIA 160 price is $ 20,000.

Chinese company Guangzhou Walkera Technology Co. Ltd. uses
NOVA 2000 Generator System H2 hybrid module in its hexacopter — QL1200 Gas-
Electric Hybrid Drone, Fig. 5.

QL1200 has MTOW of 18 kg at a payload of 3.0 kg. At full load, the flight
duration of the multi-copter is 2 h.

Fig. 5. Main view of QL1200
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The US company Top Flight Technologies, based in Boston, develops the
heavyweight Airborg™ H8 10K hybrid multi-copter, Fig. 6. It is an 8-rotor
quadcopter. On each of the 4 shoulders, coaxial, one above the other are located 2
pcs. electric motors with directly coupled 34" air propellers.

Fig. 6

The multi-copter has the following dimensions: 1 950 mm (L) x 1 600 mm
(W) x 1 500 mm (H). It has MTOW of 54 kg and its empty weight is 33 kg
(without fuel and payload). At 4 kg payload, its flight duration is 3 h and at 10 kg
payload — 1 h. Its maximum speed is 40 mph and the flight range is 100 miles. It
can fly at wind speeds up to 35 km/h. The hybrid drive includes a two-stroke,
two-cylinder boxer gasoline ICE weighing 7.7 kg and a rated power of 10 kW;
Engaged directly to the engine electric starter — generator; fuel tank with a capacity
of 19 liters and 50 V, 6 000 mAh, LiPo battery. ICE is mounted under the platform
of the multi-copter. Its shaft is directed along the vertical axis of the MCPep. The
generator is above it.

Analysis of flight data of HS, 10K at a payload of 4 kg shows that in this
flight regime, the bsfc of the ICE is an average of 566 g/kWh — efficiency 14.5 %.
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— 6ensuH. Upes Hero Ha 00OpJla HA MYJITUKONITEPUTE Ce TeHEpHpa €IEKTPOCHEPTUs,
KOSITO 3aXpaHBa 3a/IBYDKBAIINTE €IIEKTPOJIBUTATENH U TOJIe3HUs ToBap. Ha Teopus
U Ha HpaKTI/IKa XI/I6pI/II[HI/ITe 3aABUXBAHUA I103BOJISIBAT HpOIlT)J'DKI/ITeJ'IHOCTTa Ha
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Abstract

The power supply for the video-spectrometric complex (VSC) "Fregat" is being considered.
This secondary power supply systems have the following functions: Reception and switching of the
voltages; Protection from overload and short circuit in the internal circuits and the exit circuits;
Transformation of primary voltage in stabilized secondary voltages; Galvanically untethered
secondary circuits by primary and Hull; Protection of the users from the electromagnetic noises;
Provision of "Cold " and "Hot " reserve, etc. A set of technical documentation and test-measuring
equipment for testing were created. Four sets of Secondary Power Systems for "Fregat" are designed
and implemented for two flights to planet Mars.

1. Introduction

The VSC "Fregat" [5, 7] must perform two basic stages when photographing
Phobos, Fig. 2: long-range photos and detailed photos with centimetre permission.
VSC is managed from the Earth and then with the autonomous system itself solves
the problems of convergence, hovering and flyby of 50 m from the surface of Phobos.

Eight blocks constructively shape VSC on the Fig. 1:

e Video Camera and Spectrometer (VCS), (1)

¢ Control System for VSC (CS VSC), (2)

¢ Video Storage Device for VSC (VSD VSC), (3)

e Secondary Power Supply System for VSC (SPSS VSC), (4)

e Electronics Block of the Video Storage Device (EB VSD VSC), (5)

¢ Block of the Tape Mechanism for VSD VSC (BBM VSD VSC), (6)
e Secondary Power Supply Unit for CS VSC (SPSU CS VSC), (7)

e Secondary Power Supply Unit for VSD VSC (SPSU VSD VSC), (8)

The functional elements of VSC "Fregat" are four blocks: (1), (2), (3) and
(4). The two wide-range video camera channels at a distance of 50 m are authorized
50 mm and the spectral ranges of blue-green (0.4 + 0.6 um) and of the nearby infrared
radiation (0.8 + 1.1 um). A narrow-angle channel shoots from a remote distance with
an authorization of 20 m at a distance of 100 km. In this channel is used the full range
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of matrix, which is 0.4 = 1.1 um. The spectrometer has an overall spectral clearance
0f 0.01 + 0.02 um. On flyby to Phobos (once every 7 days) from orbit, 3-5 series of
3 images must made, each with an interval of 75 s. In a convergence stage with
Phobos, a series of footage containing altitude information must made. With
hovering and a movement of 50 m above the surface of Phobos must be obtained
180 frames with centimetric permission and 120 panoramic frames, which occupy a
volume of 1.5 Gbit and are emitted for 30-60 sessions to the Earth. The planet Mars
provides 120 frames of elliptical orbit and multiple photos of individual areas [7].
The block (2) provides automatic testing of VSC; applies the reservation logic
according to the technical condition of the elements of the VSC and realizes the
reconfiguration of the structure of the VSC in case of failure situations. The block
(5) record and store video and spectrometric data and at appropriate times transmit
it to the Earth with 200 + 500 times lower speed data to the telemetry channel [7].
Unit (6) performs the mechanical movement of the data media-magnetic tape.

1 tu
Lens 1 H ;
=

]

I — Fig. 2. Phobos in the

‘ Lens 4 H H h background of Mars

[

Fig. 3. Appearance of SPSU

Fig. 1. Functional scheme of VSC "Fregat S VSC and SPSU VSD VSC
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2. Materials and methods

2.1. Secondary Power Supply Unit for CS VSC

According to the technical specifications [1], the output voltages of SPSU
CS VSC should be in the following ranges: + 5 Vysk +/— 0.25 V; +18 Vysk +
3/-1.5V; 18 Vysk; +3 /-1.5 V and +27 Vysk +/— 4 V. The stability of the output
voltages of SPSU CS VSC must be according to the Table 1, where the maximum
permissible K., values are shown, under specified conditions.

Table. 1. Parameters of SPSU CS VSC

Conditions of measurement of Kstab Kstab
Change of BN Clcliﬁrg;ff OUPUL | s vk | 18 Vwsk | -18Vwsc | 427 Visk
24 +30V 100 % 0.5% 3% 0.5% 0.5%
27V 20+ 100 % 5% 15 % 5% 5%
24+30V 20 + 100 % 6% 20 % 8 % 8 %

The overall appearance of SPSU CS VSC is given in Fig. 3 [3]. The front
panel has dimensions 202 x 100 mm, and the width of the shell is 140 mm. The time
of establishment of the nominal values of the output voltages of SPSU CS VSC at
start should be up to 0.1 s. Constructive SPSU CS VSC is executed by two identical
modules (SPSU CS1 VSC and SPSU CS2 VSC) and one common Relay Board (RB),
Fig. 4. In case of failure of the module SPSU CS1 VSC or SPSU CS2 VSC, it must
be disconnected from the BN for a time not exceeding 0.05 s by fuse. In the
laboratory tests according to the space methodology for the EMC (created by SPSU
CS VSC) unacceptable meanings of noises with high frequencies were measured.
This requires the installation of an additional filter FEMC1, Fig. 4.

Relay board (RB) performs the following functions:

e Inclusion of SPSU CS1 VSC or SPSU CS2 VSC;

e Simultaneous inclusion of SPSU CS1 VSC and SPSU CS2 VSC;

e Simultaneous exclusion of SPSU CS1 VSC and SPSU CS2 VSC;

e Telemetry data for operating temperatures; command for switching of

SPSU CS VSC and presence of +5 Vysk.

Constructively SPSU CS1 VSC is in a separate box and consists of four
PCB:

e CSF1 Unit serves three functions: limit the starting current by circuit of a
smooth start CSS; filtration of the internal and external noises by FEMS2
and voltage stabilization (VS1) for voltage +12Vy,.

e Controller1 Unit — performs the management functions of SPSU CS1 VSC;
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e PTR1 Unit — realize the functions for: power amplifier (PA); transformer
(Tr); rectifiers Rtl + Rt4 and voltage stabilization (VS2) for voltage
+27Vsk;

¢ FB1 Unit — board of negative voltage feedback.

Controller]1 unit has the following functions: generates impulse voltage Uq:
and Ug for PTR1; monitors and limits the current of the PTR1 by the signal Irp; and
ensures smooth charging of the capacitors in PTR1. He also monitors the tension of
the BN and decides to exclude SPSU CS1 VSC when BN is less than 20 V or
above 34 V.

BN —> — RB —>
CSS
— CASE Uth2
VST +12Vbs [ —
ey *Ubs ubs B!
7y
TUﬂ.ﬂ qu1 qu2 Ifb1 +5Vvsk
T ]
] ‘RHHRtZHRtSHVSE‘
PS |
o AR
D1 D2 D3 D4
ON
OFF D5 —D'——«
D6
™ D7
D8

Fig. 4. Functional scheme of SPSU CS VSC
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The PCB FB1 monitors and stabilizes by Uy voltage + 5 Vysk for powering
the digital part of CS VSK. One of the nodes of the FB1 traces for short surges of
+ 5 Vysk and submits command Uy, for rapid reduction of the output voltages of the
SPSU CS VSC. The primary requirement for the design of space research equipment
is the creation and use of Control and Measurement Equipment (CME). Through the
CME the working capacity of the scientific devices is checked, the acceptance and
executing of the commands are measured, the parameters of SPS in the Ground
Based Autonomous and Complex Tests [24]. For the SPSU CS1 VSC and SPSU
CS2 VSC, the CME is made according to [4] and is used for measurements according
to [2-4]. At full load and at three different voltage values of BN with KIA, the
starting currents of SPSU CS1 VSC LK-1 and SPSU CS1 VSC LK-2 are measured,
Fig. 5 and Fig. 6. From BN at time At = 0 + 50 ms becomes charge of the primary
capacitors. The secondary capacitors are charged in the interval At =100 +~ 350 ms.
There is a large identity of the parameters of the two channels of (SU1 and SU2) and
the starting current does not "exceed 5 times the nominal time less than 0.2 s",
according to the electrical requirements [2, 3]. The UFBI1 voltage serves to saturate
the transistor in CSF1, which reduces thermal losses. To the +27 Vysk connect to
about 0.2 s the windings of the relays, switching the primary spare boards of CS
VSC, i.e. the cargo in this chain is highly dynamic and requires the use of VS2. In
order to make the "hot" mode of SPSU CS VSC are used diodes D1, D2, D3, D4,
D5, D6, D7 and D8, which worsens the K.b. In case of overload or short circuit (in
PTR1 or CS VSC) the voltage proportional to the current Ifbl is used to limit the
current SPS CS1 VSC consumption.
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2.2. Secondary Power Supply Unit for VSD VSC

In Fig. 7 is given the functional scheme of SPSU VSD VSC [4]. The loads
of SPS VSD VSK in different modes are given in Table 2. In "Standby" mode +5 V,
only works and SPS consume from BN only 1.125 W.

Table. 2. Loads of the SPS VSD VSK in different modes

Mode Dimensions | +5Va VSD | +12 V VSD -12VVSD | +5VdVSD Pout
Record | [W] 0.825 2.52 7.92 16.75 28.015
Play [W] 0.825 3.24 10.80 12.50 27.365
Delete [W] 0.825 2.40 8.16 10.00 21.385
Rewind | [W] 0.825 2.40 7.92 16.75 27.895

Up
BN > FEMCT —» — css
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[+ CASE
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+12vbs
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3193w

Fig. 7. Functional scheme of SPSU VSD VSC
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The appearance and dimensions of SPSU VSD VSC are similar to
SPSU CS VSC. The difference is in the functional and principle scheme: there is a
"hot" reserve only for Standby mode +5Vvsp, and the contacts of the relays are used
for the "cool" reserve of the remaining voltages. The mode off duty cycle is carried
out with a Flyback converter (UDR, OPTV, S, ovnl, FEMS4, Ovnl, Orl, D1) and
the main mode—with the other blocks. In comparison with SPS CS VSK in SPS VSD
VSK are added TC and ZKSP with functions of temperature control and protection
against short circuit.

2.3. Parallel Stabilizer for VSD VSC

When was first connection on the technological specimen of SPSU VSD VSC
to the technological model of VSD VSC, an unacceptable noise of the video data is
obtained. It is found that the low-frequency engine current of the tape recorder
induces a surge in voltage —12 Vvysp, where are connected sensitive amplifiers of the
video signals. The problem is solved by a copyright solution by attaching a current
stabilizer in the chain of —12 Vysp [6]. Scheme of parallel stabilizer of current PS-
VSD-VSC is given on Fig. 8. The signal "ITM" enabled VSD VSC in the mode
"recording”" and "playback" (Table 2) characterized by unacceptable noise of the
video data. For saving electricity in the remaining modes, PS-VSD-VSC is in
standby mode.

™
| Enable

—
—
=
]
el

Fig. 8. Functional scheme of PS-VSD-VSC, Project ,, PHOBOS

3. Results

Phobos images are captured at a distance of 320 + 440 km. There are 5 series
pictures of Phobos from distance 184 + 223 km. The total number of photos of
Phobos are 37, of which 8 in the background of Mars [24]. The Scientific program
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52 days (flight 83 days) is performed by "Phobos-1" mission and 200 days (flight
255 days) from "Phobos-2" mission.

4. Discussion

VSC provides the special task of the spacecraft — the main navigational task
of space mission during flight to planet Mars, in orbital flight and convergence to
Phobos. When flying to Mars and conducting the navigation sessions for the
"Phobos-2" becoms one instability of the operation of the TV channels 1 and 2. After
reconfiguration of VSK with switching the additional SPS CS2 VSC and
automatically transitioning to a backup subordinate processor, the reliable operation
of these channels is restored.
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BTOPUYHU EJIEKTPO3AXPAHBAIIIKM CUCTEMHA
3A BUJEOCHEKTPOMETPUYEH KOMILVIEKC ,, ®PEI'AT*

II. I'pamamuxos, P. Heoxoe, /I. Ilemkos

Pesrome

B mnacrosmara cratus ce pasriexia cucreMara 3a  BTOPHYHO
eIeKTpo3axpaHBaHe Ha Bumeo-criekTpoMeTpraeH KoMIuieke "dperat" u mapameTpu
Ha mepBHYHOTO 3axpanBaHe (I13). Ts ce cbcTOM OT NBEé BTOPHYHHU EIIEKTPO-
3axpanBam cucreMu (BEC) u eamn mapaneneH crabuim3aTtop, KOUTO HMAaT
ciegnuTe (yHKIMU: TpueMaHe W TpeBkiIrouBaHe Ha [I3; 3amura Ha II3 ot
IIPETOBAaPBAHE U KbCO ChEANHEHNE BbB BbTPEIIHUTE BEPUTH 1 U3XOIHUTE BEPUTH Ha
BEC; tpaHchopMaius Ha IbPBUYHOTO HAMPEKECHUE B CTAOMIIM3MPAHH BTOPHUYHHU
HampexeHus (rajJBaHuYHO pa3Bbp3anu oT [13 u kopryca); 3ammuTa Ha IOA3BATENINTE
Ha BEC ot mymoBere Ha I13; orpannuaBaHe Ha HUBOTO Ha 1Iyma, cb3nageH oT BEC
B II3; ocurypssane Ha "ctyneH" u "ropewt” peseps u ap. [IpennoxeHoTo pemieHue
3a BEC nokasBa cebe cu ipu HelaTHa mosieTHa cutyaiust. Ch3/1aeHu ca KOMIUICKT
TeXHUYECKa JOKYMEHTAIUsl U KOHTPOJIHO-U3MEepBaTellHa anaparypa 3a U3IUTaHMs.
[IpoexTupann, pazpaboTeHu U peann3upanu ca o yetupu opost ot BEC 3a "®perat”
3a J1Ba roJieta Jio anerata Mape. CreTHUKBT @000cC Ha mmanerara Mapc e 3acHeT
ot pascrosaue 320 + 440 km. HampaBenn ca 5 cepun cHumku Ha Poboc ot
pascrostane 184 + 223 km. OOt 6poii Ha cHuMkuTe Ha Poboc ca 37, OT KOUTO
8 Ha ¢oHa Ha rmmanerata Mapc.
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Abstract

Experience of using of metal-ceramic and metal-polymeric materials in friction assemblies
of aeronautical engineering is generalized. Characteristics and conditions of operation of the sintered
friction and antifriction materials are presented. Peculiarities of metal-fluoroplastic tapes of foreign
production are considered. Efficiency of using of sintered and metal-polymeric materials in friction
assemblies of modern civil aircrafts is shown.

One of the reasons of failure of components and units is wear, at that about
75 % cases of failure are stipulated exactly by wear of the friction pairs. As far as
the aircraft control systems, landing gear, hydraulic system, etc. are the systems
working due to movement of their elements, importance of ensuring their reliable
functioning becomes obvious [1].

Increased wear of the components in the friction assemblies in some cases
violates air-tightness of the working space, in other cases normal conditions of lu-
brication, in third cases it causes loss of the mechanism precision, which worsens
aircraft control and affects flight safety. Wear and damage of the surfaces reduce
fatigue resistance of the components and may be reason of their failure even at in-
significant stress concentrators and low nominal loads. Violation of normal interac-
tion of components in the friction assemblies due to their wear may cause vibrations
and impacts in the joints, and jamming and seizing of components — emergency sit-
uations. In this connection materials for work under friction conditions are referred
to the most important in aircraft construction [1, 2].

In the context of triboengineering, the powder metallurgy is one of the most
efficient methods of production of the materials (metal-ceramic and metal-poly-
meric materials) because it allows joining in one material different components spe-
cially selected for solution of a specific task. Materials of triboengineering designa-
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tion are able to meet whole complex of frequently contradictive requirements stip-
ulated by specific conditions of the aviation engineering operation, which is practi-
cally impossible when using traditional materials [3, 4].

In structures of friction assemblies of national civil aircrafts the metal-ce-
ramic iron-based (FMK-79) and copper-based (FMKM-1) friction materials are
used. Use of sintered friction materials allows increasing longevity, reliability and
efficiency of the friction assemblies, and creating new structures with high power
intensity, wear resistance, heat resistance and high and stable values of the friction
factor.

Sintered friction materials not just improve technical characteristics of aer-
onautical engineering, but also ensure its high economic efficiency due to increase
of longevity of the friction assemblies and reduction of the operation expenses. In
addition, in majority of cases safety of passengers and the crew depends upon relia-
ble work of the aircraft friction assemblies [3, 4].

Items of friction designation represent a steel basis with sintered to it on one
or two sides metal-ceramic linings from friction materials. Low-carbon (steel 20),
medium-carbon (steel 45), chromium (12Cr13, 20Cr13) and low alloy steel (high-
grade steel 30CrMnSi) are used as the basis. For protection against corrosion and
ensuring strong adhesion of the metal-ceramic linings to the steel basis, surface of
the latter is galvanically nickel-plated.

For optimization of the friction material properties, different metal and non-
metal components are introduced into their composition, which, depending upon the
created by them effect, may be divided into two groups:

- the components, which reduce predisposition of the friction couple to jam-
ming;

- the components, which create and stabilize certain conditions [3].

For improvement of the antiscuffing properties and increasing wear re-
sistance of the friction materials, the metals with low melting point (lead, tin) and
non-metal substances (graphite, boron nitride, barite) are introduced into their com-
position. During friction without lubrication, when temperature of the friction sur-
face exceeds melting point of the low-melting-point metal, lead and tin melt and
form on the friction surface a lubrication film, which reduces friction factor. Due to
this friction temperature reduces, molten metal again solidifies, which causes in-
crease of the friction factor up to the initial level (principle of self-regulation). For-
mation of a liquid lubrication film enables smooth and stable slipping, which is
especially important at increased temperatures, when metal matrix is more inclined
to seizure [5].

Lubrication action of solid lubricant with laminated structure (graphite, bo-
ron nitride) is connected with presence of adhesion of the solid lubricant particles
to the metal and difference in the bonding force between atoms and molecules in
the elementary crystal layer and between separate layers [5].
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Introduction of solid lubricants reduces wear of the metal-ceramic, enables
more stable work of the friction pairs, however at that friction factor reduces. For
the friction factor increase up to the required level, friction additives are introduced
into composition of the materials — silicon oxide and molybdenum oxide, silicon
carbide. Main task of the friction additives is ensuring of optimum level of the ma-
terial adhesion to the working surface of the counter-body without its abrasive
wear [5, 6].

Friction metal-ceramic FMKM-1 on basis of copper is used in friction elec-
tromagnetic and safety couplings of aviation units at dry friction and temperatures
up to 200 °C. Friction factor of such material in pair with a chrome-plated steel at
slip velocity up to 6.0 m/s is 0.28+0.30 [6].

In comparison with the iron-based materials, the copper-based metal-ce-
ramic scuffs significantly less mated component from steel or cast iron. Copper has
high heat conductivity, which ensures good heat removal during friction [5].

After sintering the material FMKM-1 has hardness 300-400 HB, after ma-
chining — 400600 HB. In sintered state at room temperature the metal-ceramic
FMKM-1 has o;=50+60 MPa, G vend = 70+-80 MPa, s compr = 140150 MPa
[1,6, 7]

From the friction material FMKM-1 the brake shoes, friction disks for the
onboard loading cranes of transport aircrafts, etc. are made (Fig. 1, a).

Friction disks with the metal-ceramic FMKM-1 are used in the limiting cou-
pling of the mechanism located in the civil aircraft crew seats. Such mechanism
ensures vertical movement of the set and its fixing in any place of the working move-
ment range. At that, reliability of the mechanism with sintered friction disks is 45
flight hours, longevity is 30 years [8].

Friction metal-ceramic FMK-79 stands on the friction surface temperature
up to 1000 °C, and volumetric heating — up to 600 °C, which is ensured due to the
material basis — iron. Iron is pressed well, and relatively low cost makes use of iron
economically advisable. For removal of the seizure and increase of heat conductiv-
ity up to 10 % copper is introduced into composition of the material [8].

The friction factor of the metal-ceramic FMK-79 in pair with cast iron
ChNMKh (UHMX) at slip velocity 20 m/s is 0.3+0.4 [1, 6, 7].

At room temperature the FMK-79 metal-ceramic has hardness 800
+1050 HRF, o5 = 4050 MPa, Gs. bena = 110+120 MPa, Gs. compr = 250+260 MPa. At
temperature 600 °C mechanical characteristics of the material are on average
1.3+1.5 times lower [1, 6, 7].

Brake disks with the metal-ceramic material FMK-79 are used in the com-
bined wing extendable devices drive and in the brakes designed for braking of the
flap and the slat control transmission in case of their mismatch.
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From the material FMK-79 the friction washers for the onboard loading
cranes of transport aircrafts, load beams of the ground maintenance facilities, etc.

are manufactured (Fig. 1, b) [6, 8].
b
e

Fig. 1. Metal-ceramic billets of components with friction materials
FMKM-1 (a), FMK-79 (b) and from antifriction materials
AMK-1 (c), AMK-4 (d), AMK-5 (e) [6]

d

Another class of tribotechnical materials for aeronautical engineering are
powder (composite) antifriction materials.

Antifriction materials are the materials with low friction factor, which are
used for work in units-carriers or in guiding units (sliding bearings). Such materials
must be wear resistant, have good running-in ability, high tribotechnical properties,
big carrying capacity, self-lubrication, volumetric and surface strength, high heat
conductivity, corrosion resistance, sufficient endurance and fatigue resistance, good
technological properties, low wear of conjugated with them surfaces, not seizure,
stand the load, speed and temperature without failure and change of the shape and
the quality. Such complex of properties is not peculiar for a separate metal or non-
metal. The task was solved due to creation of sintered composite materials, in which
separate phases fulfil the assigned specific functions, ensuring, as a whole, a set of
properties for the material necessary for specific conditions of work of the aviation
unit friction assemblies [2, 4].

One of the main advantages of sintered antifriction materials is their self-
lubrication. It is ensured both due to the lubrication located in pores of the sintered
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materials, and due to the substances located directly in composition of the material,
which play role of solid lubricant [6].

Use of the sintered antifriction materials as intermediate inserts is the most
optimum structural decision for ensuring working ability of the friction assembly.
In this case, structural materials, which practically do not participate in friction,
ensure structural strength, and intermediate inserts, which are worn, may be easily
replaced during the repair [1].

In friction assemblies of aeronautical engineering metal-ceramic materials
on basis of copper (AMK-1, AMK-4) and nickel (AMK-5) and metal-polymeric
materials (BFG-50M, metal-fluoroplastic tape) are used.

Antifriction sintered material AMK-1 represents a tin bronze with additives
of graphite. In process friction graphite gradually forms a film on surface of the
counter-body, which constantly restores in separate sections of the friction surface
in case of a mechanical damage. Bronzografite works more reliably than materials
without graphite and replace cast bronze and brass in friction assemblies.

The AMK-1 material has hardness after sintering 250+350 HB, and after
machining or calibration — 300+450 HB [1, 6].

From the bronzografite AMK-1 different friction components are manufac-
tured which work under conditions of self-lubrication at slip velocity up to 1 m/s
and load 4+5 MPa. At that, effect of self-lubrication is ensured both due to presence
of graphite in composition of the material and due to lubricant present in the pores
after its impregnation [6].

It should be noted that impregnated metal-ceramic bearings have a number
of advantages in comparison with the cast ones, in particular:

- high running-in ability and smoothness of movement;

- possibility of use in the cases, when lubrication process using conven-
tional methods is impeded or impossible and when it is impossible to remove prod-
ucts of attrition of the friction pair;

- possibility of using during cyclic movement and rotation with low speeds,
when cast bearings have not integrated lubrication film;

- possibility of installation in vertical and inclined positions (in such posi-
tions oil just escapes from the cast bearings);

- reduction of oil consumption;

- reduction of the friction pair wear [3, 6, 8].

Bushings from the sintered antifriction material AMK-1 working under
self-lubrication conditions are used in landing searchlights of the aircraft, simula-
tors of different aviation units, etc. (Fig. 1, ).

For friction assemblies of aeronautical engineering working at increased
loads and temperatures use of liquid lubrication substances is not advisable, because
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they either are squeezed out or burn out. In these cases sintered bronzes are used,
properties of which are significantly improved by introduction of alloying metals
and substances playing role of solid lubricants [6, §8].

Bushings from the sintered complexly alloyed bronze AMK-4 are installed
in “dry” friction zones with working temperature up to 350 °C (Fig. 1, d). The ma-
terial contains up to 10 % solid lubricant of layered structure, which enables reduc-
tion of the friction factor, wear and probability of the conjugated components sei-
zure. Within temperature range 300+350 °C at load up to 5 MPa and slip velocity
0.5 m/s in pair with counter-body from steel 9Cr18 (9X18 in Russ.) without lubrica-
tion the metal-ceramic friction factor is 0.20+0.24 [6].

At room temperature the metal-ceramic AMK-4 has hardness 550+750 HB,
Gs. bend = 130-140 MPa, Gy compr = 250-280 MPa; at temperature 350 °C — hardness is
400+650 HB, Gz, bend = 7090 MPa, Gi. compr = 160180 MPa [1, 6, 7].

Sintered nickel-based antifriction materials are used for manufacturing of
friction assemblies working under especially hard conditions. In pure form, nickel
is characterized by high plasticity and very low antifriction properties during work
without lubrication. That is why for manufacturing friction assembly components
multicomponent nickel-based alloys containing strengthening and antiscoring addi-
tives are used. Part of the nickel in such alloys is replaced by iron and copper. Alloys
with high content of nickel have good corrosion resistance [4, 6].

During flights in clouds, in majority of cases ice formation occurs, which
is connected with presence in the atmosphere of water in dispersed liquid state at
negative temperatures. At that, flight characteristics of an aircraft significantly
worsen (vertical rate of climb reduces, ceiling and maximum flight speed reduce,
increases fuel consumption and required power for flight at the assigned speed),
and jamming of the aircraft control systems is possible. For protection of aircraft
against ice formation, the anti-icing systems have been developed, the action of
which is based on heating of the surface, which it is necessary to protect, by hot air.
For compensation of the pipeline length change, special compensators are used at
significant temperature differentials, which admit linear and angular movements
(6, 8].

Nickel-based bushings from the antifriction metal-ceramic AMK-5 enter
into composition of the compensators made from titanium alloys or corrosion re-
sistant steels (Fig. 1, €). At temperature 550 °C, slip velocity reduces up to 0.2 m/s
and at the load 1.5 MPa in pair with the counter-body from steel 9Cr18 (without
lubrication) the friction factor of the antifriction metal-ceramic AMK-5 equals
0.20+0.24. At temperature 450°C the metal-ceramic AMK-5 has
Gs. bend = 120+170 MPa, G5, compr = 200+270 MPa [6].

Bushings from the metal-ceramic AMK-5 are used in the non-return valve
design, which ensures protection of the aircraft airline system against return airflow
(air temperature at the inlet is 500 °C).
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In mobile connections of aeronautical engineering seamless and wrapped
metal-fluoroplastic bushings with flange (Fig. 2) and without flange may be used.
Depending upon standard size, number of such bushings in the aircraft may achieve
hundreds and sometime thousands pieces.

Operating life of metal-fluoroplastic bushings working without lubrication
at reciprocating-rotary motion with average slip velocity up to 0.04 m/s, load
100 MPa and deviation angle +30 °is not less than 10° cycles; friction factor after
10° cycles does not exceed 0.12. Metal-fluoroplastic bushings stand static load not
less than 300 MPa; at that, residual deformation does not exceed 0.02 mm (or
0.25 mm, if internal diameter of the bushing is more than 12 mm). Metal-fluoro-
plastic bushings preserve their working capacity in the process after cyclic change
of the temperature from —60 to +250 °C as well [6].

Mentioned complex of properties is stipulated by structure of the metal-
fluoroplastic tape, which is used for making bushings. Metal-fluoroplastic tape
(MFT) represents a three-layer composition consisting from the base (a bimetal
copper-plated tape from carbon steel), a porous layer (spherical particles of tin
bronze sintered on one side of the copper-plated base) and antifriction layer (fluor-
oplastic filled by molybdenum disulfide, which covers by a thin film spherical par-
ticles of the bronze and fills voids of the porous layer) (Fig. 3) [9].

Fig. 2. Metal-fluoroplastic bushings with Fig. 3. Metal-fluoroplastic tape struc-
flange ture (Russia) [1]

Such material integrates high strength of the basis with good antifriction
properties of the filled fluoroplastic, which is strongly held on the working surface
by the porous bronze layer, which, in its turn, also imparts to the material certain
antifriction properties [10].

During fabrication of MFP, a layer of spherical tin bronze particles is sin-
tered to the steel copper-plated basis, then the tape is calibrated and fill pores with
fluoroplastic with molybdenum disulfide. Then the paste from the filled fluoro-
plastic is dried at temperature 80+90 °C and sintered at temperature 380+390 °C
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with simultaneous calibration by the rolls heated to the same temperature. The final
operation is additional calibration of MFP after its cooling [4].

Before starting the production, MFP pass obligatory metallographic control
and control of strength and quality of sintering, stamping capacity according to Er-
ickson method [6].

It should be noted that although composition of MFP of different producers
is, as a whole, similar, in relation to the structure, dimensional parameters of the
MFP constituents and chemical composition of the basis material (steel brand) sig-
nificant differences exist (Fig. 4).

;
v! »':‘ o)
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Fig. 4. Metal-fluoroplastic tape structure:

a) MFP of DU grade (Slovakia); b) MFP of DP4 grade (Slovakia);
c) MFP of MU grade (ltaly); d) MFP of SF-1 grade (China) [11]

So, for example, MFP samples of the DU and the DP4 grades (Fig. 4, a, b)
of Slovakian production have big general thickness, a thinner bronze layer and
smaller average dimensional deviations from those established in the normative-
technical documentation used in the national aircraft construction. At that, porous
layer is characterized by non-uniform single-row distribution of the bronze spheri-
cal particles: both their fusion with each other and placement at significant distance
from each other is observed. Nevertheless, control of working capacity of the
wrapped bushings from MFP of the DP4 grade within the volume of periodic tests
showed their correspondence to the standard requirements adopted in national air-
craft construction:  friction factor after 10° test cycles equaled 0.065,
wear — 0.001+0.02 mm per a side [11, 12].

Metal-fluoroplastic tape of the SF-1grade (Fig. 4, d) of Chinese production
is characterized by satisfactory sintering of the bronze layer, qualitative sintering of
the bronze granules and corresponds to the quality criteria established during tests
according to Erickson method. Bushings from the mentioned tape passed without
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remarks longevity (friction factor after 10° tests — 0.039, wear — 0.01+0.05 per a
side) and deformation tests, as well as the resistance tests at cyclic change of the
temperature according to the standard, which regulates methodology of the type
tests [11, 12].

Type tests of bushings from MFP of the SF-1 grade in composition of uni-
versal joints working without renewal of the lubrication also confirmed their corre-
spondence to requirements of the standard on wear resistance (wear after 2-10° test
cycles was not more than 0.16 mm, the norm being not more than 0.20 mm) and
moisture resistance [11].

Positive results of the complex of investigations allowed using MFP of the
SF-1 grade in production of assemblies and units of aeronautical engineering.

Despite high operation properties of metal-fluoroplastic bushings, a serious
problem of their corrosion damage exists. One of the options of solution of this
problem is replacement in the MFP of the basis from carbon steel for the corrosion-
resistant steel [11].

From MFP of the SF-1SS grade (China) on basis from the corrosion-re-
sistant steel the inserts into the hinge bearings working without lubrication are
made.

Self-lubrication material BFG-50M represents a three-layer composition
consisting from the base (tin bronze), a sintered porous bronze layer from non-
spherical particles of tin bronze and antifriction layer from fluoroplastic filled with
graphite. Such material is designed for work at slip velocity up to 1 m/s and load
100 MPa within wide range of temperatures (from —60 to +250 °C) and vibrations.
The material friction factor is 0.06+0.09 [6, 7].

This material was developed for fabrication of components with friction
surface of complex configuration — nuts (Fig. 5). Use of such nuts allowed reducing
weight and overall dimensions of the slipping friction assemblies in structures of
propeller mechanisms of the aircraft and excluding time of scheduled maintenance
and preflight preparation [6, 7].

In addition to the details with a screw friction surface, the material BFG-
50M is also used in other aircraft friction assemblies. So, inserts into the control
column, rollers of the cargo door shutters of transport aircraft, sliding bearings for
the wing extendable devices control, thrust washers for limiting couplings, etc. are
made from it [6].

Efficiency of using sintered bushings from the BFG-50M material instead
of similar bushings from metal-fluoroplastic is confirmed by positive results of the
complex of tests according to the standard requirements, which establish volume
and methodology of the tests for metal-fluoroplastic bushings (friction factor after
10° cycles of tests is 0.079, wear is 0.01+0.05 per a side) [6, 9].

Advantages of the powder metallurgy technology during fabrication of
bushings from the material BFG-50M in comparison with the traditional technology
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of bushing fabrication from MFP by the method of deep drawing are relative sim-
plicity of the technology and the fixtures and equipment; absence of a set of transi-
tions like during drawing of the bushings; possibility of simultaneous sintering of a
big number of the bushing ingots of one or several unit sizes depending upon the
furnace load; possibility of removal of the sintered porous layer in case of presence
of defects in it and its repeated sintering [9].

The powder metallurgy technology allows manufacturing sintered bushings
from the self-lubricating material BFG-50M both with flange and without a flange

(Fig. 6).

F|g 5. Billets of nuts from Flg 6. BUShing without a flange (to the IEft)
the material BEG-50M and with a flange (to the right) from
the material BFG-50M [9]

Use of fluoroplastic-based antifriction coatings allows simplifying design
of the compensators used for compensation of thermal, mounting and other move-
ments during mounting of “hot” pipelines of the aircraft air system (Fig. 7). Absence
of a crossbar in such compensators due to its replacement for a spherical element
with antifriction fluoroplastic coating (Fig. 8) allowed reducing total hydraulic re-
sistance in mounting of the aircraft air preparation system and reducing the com-
pensator mass, which is especially important in aircraft construction. Power
schemes of the pipelines with use of the hinge compensators with fluoroplastic-
based antifriction coatings reduce loads on the system fixing elements and there-
fore, the aircraft framework [13].
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Fig. 8. Spherical elements of compensator
with fluoroplastic-based antifriction
coating [11]

Fig. 7. Hinge compensator [1]

So, experience of operation of the metal-ceramic and metal-polymeric ma-
terials proves efficiency of these materials for ensuring reliability, quality and ser-
vice life of the aeronautical engineering friction assemblies. The powder metallurgy
technology has huge potential in the field of creation of the materials with unique
properties, the use of which will allow solving principally new tasks connected with
ensuring of flight safety.
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METAJIOKEPAMWYHHU U METAJIOITIOJIMMEPHHN MATEPUAJIN
BBHB ®PUKIIMOHHU Bb3JIM1 HA CAMOJIETUTE
OT I'PA’KIJAHCKATA ABUAIIUA

A. Buukos, O. Heuunopeunko

Pe3rome

O0001IeH € onuTa B M3MOJI3BAHETO HA METATOKEPAMUYHH W METAJIONOJIH-
MEpHU MaTepuajid BbB (PUKIMOHHM BB3IM B aepoHaBTHKaTa. [IpencraBeHu ca
XapaKTepUCTUKUTE U YCIOBUATA Ha paboTa Ha CHHTEPOBAHH TPHEIIHM U aHTH(PPHUK-
IIUOHHY MaTepuanu. Pa3riexaaT ce 0cOOEHOCTUTE Ha METaI0(IyOpPOIIACTUIHUTE
JICHTH, 9y>KAECTPaHHO Npon3BoAcTBO. [lokasaHa e e)eKTMBHOCTTA HA U3II0JI3BAHETO
Ha CHMHTEPOBAaHM M METAJONOJMMEPHH MaTepualld B TPHUELIUTE ce ACTalaM Ha
CBhBPEMEHHUTE TPAXKIAHCKH CaMOJIETH.
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Abstract

Under the description of the crash is modeled the main crash-version. On the basis of a model
of the "pilot-control system-airplane" system, the pilot actions in case of failure of the damping machine
from the directional steering control system are analyzed.

Problem under investigation

The specific problem that is explored in the development is related to the
following questions:
- Can a damping automat (DA) failure in the transport plane management
system cause destructive overloads for the structure?
- What should be the pilot's actions in the developing emergency situation
to prevent the crash?

Introduction

The flight safety theory has the task of responding to important operational
issues of aircraft operation. Airborne disasters usually lack many of the facts that
have to confirm or reject work versions in the investigation process. In such
conditions, flight modeling and crew work in the process of developing the situation
can give very important details to clarify the real causes of catastrophes. To illustrate
this, modeling has attempted to analyze a Tu-134 plane crash in the 1970s over the
territory of Croatia. The circumstances of this mysterious catastrophe are described
by one of the leading investigators — Leonid Seliakov, chief designer at Tupolev's
desk and author of the book "Man, Environment, Machine". The airplane has left
parts of the airborne version, but the real reason is revealed years later when was
found installation mistake on another plane: in one of the channels for the angular
rate of risk (the reserve channel), the electrical signal goes to the reverse polarity
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DA. This means that if, at any given moment, the backup channel starts operating
after the main one is canceled (to increase the reliability this channel is reserved),
the DA will command a rudder to reverse the demand for normal operation. A large-
scale check is being carried out and such an error is detected on several other planes.
Then, the most likely cause of the crash was the incorrect operation of DA due to an
installation error.

The load and operation of the vertical stabilizer construction is limited to
transport planes to breakdown overloads of 3.5 ... 4. If, for any reason, this overload
is reached during the operation, airborne damage occurs in the air starting from the
vertical stabilizer. For the Tu-134, with a T-shaped taillight, breaking the vertical
stabilizer means total loss not only of lateral stability and manageability but also of
longitudinal. The emergency situation is short (10 ... 15 s), but with the horizontal
stabilizer on the body, the pilot can prevent the whole plane from being destroyed.
Such a favorable outcome of the situation was registered in 1964, a B-52 aircraft of
the US Air Force. The plane continues flying for another 6 hours with a destroyed
vertical stabilizer and landing successfully. Fig. 1 shows a photo (from the Internet)
of this unique aviation case.

Fig. 1. During a test flight, the vertical stabilizer of the B-52H, flying at a height of about
5 000 feet above New Mexico, is cut off in the event of large overloads. Six hours later,
the crew managed to make the first and only B-52 landing without a vertical stabilizer [6].

Solution of research problem

A model in standard GOST 20058-80 of the "Matlab-Simulink" emergency
situation based on the "pilot-control-airplane" contour was developed [1, 5].
Different consequences of failures in the damping machine (DM) from the rudder of
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control system and the action of a pilot model for pedal operation and the control
lever in the lateral movement of the aircraft are analyzed.

The most important actions in creating a flight model are to select the means
to fully reflect the peculiarities of the particular situation. In this case, the modeling
is limited to Simulink's contours for coordinated controls with the ailerons and the
rudder of the pilot models on these channels. The sideways airplane model is
developed in the GOST 20058-80 standard on lateral motion equations known from
flight dynamics [2, 4] with the coordinate system and designations specific to that
standard.

mV(% —axa— ay) =Z+ G cosdsiny;

d
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ly — oy =My,
ydta)\/ y

where: Z = ZPB+Z% 8, 5 Oy =Sy pitot T+ On damper
M, =M, LMy + waya%ﬂ' M® & + MM &;
My =M/ My o+ My ay+ My,

The behavior of a hypothetical transport airplane, close to its size,
aerodynamics and a Tu-134 control system is modeled. For simplicity in modeling,
the control wheel grip has been replaced with a central lever, with the stiffness of the
aileron pointing to the handle. The main work channel is the pedaling control of the
"yaw-motion" movement. This movement is leading in the interdependent
fluctuations of the glide and slope angles of the Dutch-roll. The rudder steering
system sums up the pilot and the damping machine.

The emergency situation begins after a model wind laterally disturbance at
a speed of 30 m/s at a height of 5 000 m and a flight velocity of 860 km/h, failure of
the main channel to form a signal proportional to the angular rate of risk and
automatic switching of the reserve channel "mounting error" (supplying to the DM
signal with reverse polarity).

The general appearance of the model for coordinated control of the airplane
after failure of the DM is shown in Fig. 2.
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Fig. 2. Outriggers: Subsystem: DAMPER — model of the damping machine
(Yaw damper); Pilot-rudder-pilot model Subsystem for steering with directional steering;
Pilot-ailerons Subsystem — Pilot model for ailerons operation.

The figure shows the two contours for coordinated lateral movement control
with ailerons and rudder. The prototype aircraft and model are equipped with a
damping machine. The DA works with the rudder for a hydraulic actuator. In the
case of an inoperative damping machine, the pilot should strive to maintain, above
all, a steady control loop. The pilot's task is to recognize the refusal and to balance
the airplane with zero roll and slip angles in the conditions of disruption and failure.
Two modes of operation are tested in modeling: first — attempting to balance with a
faulty DA and second — excluding a DA and then balancing the airplane.

On Fig. 3 is shown the pilot models and pilot co-pilot damping (DA). Under
normal operation of the DA, the commands from it are opposed to the pilot's
commands. Upon receiving a reverse polarity angular velocity, the pilot commands
and the DA are unidirectional.
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a) An aesthetic pilot model in the ailerons control channel
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b) Aesthetic (with flexible feedback) pilot model for pedaling
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c¢) Model of the Yaw damper: The rudder deflection signal in DA operation
is determined by the angular rate of risk at GOST 20058-80.

Fig. 3. Pilot and Damping Models in the channel to command the ailerons end rudder

Results

In Fig. 4 and Fig. 5 are represented the results of the variation of the basic
parameters after failure of the main channel for forming an electrical signal to the
executive of the DA and automatic switching of the reserved channel with an
installation mistake leading to return of a revers polarity signal. This situation, as
well as switching on and off, is achieved by adjusting the Off-On amplifier of the
model in Fig. 1. For reverse polarity, this amplifier is set to "—1", for normal
operation of "+1", and for OFF when "0" is set.
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Fig. 4. Deviation of rudder and lateral overload after failure (Reverse Polarity Type)
of the DA for correct and incorrect operation of the pilot
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Fig. 5. Basic flight parameters (roll and slip angles) and pedal effort and
the lever control for correct actions in the reverse polarity emergency situation of the DA;
the pilot model starts working in tyiee = 15 s after a turbulent
from strong lateral wind modeled in the seventh second (taisturbans = 7 S).

Conclusion

* The modeling shows that pilots intervention (switch on DA) if the polarity
of damping automat is incorrectly connected, the lateral overload may exceed the
breakdown. It is result from the oscillating instability of the control loop (over
control).

* In the case of correct pilot actions (switch off DA immediately), even in
the case of an 8-second delay, no catastrophic situation occurs.

* In the event of a failure of feedback on the rudder machine (RM), the
constructive limitations of the RM operation prevent the vertical stabilizer and the
airplane from degrading overloads.

* It is most appropriate for the pilot to fix the controls around the neutral
position until the fault is detected and to turn off the DA. The aircraft itself stops the
fluctuations.
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Abstract

In the paper hereby is presented, an exemplary algorithm of data logging by means of
Analog Devices’ AD7656 analog to digital converter. Converted data are transmitted further to
ATmega644P microcontroller unit through Serial Peripheral Interface. The microcontroller, in turn,
sends data to a PC through FTDI’s FT232 UART to USB chip.

What motivates the current study is a source code development for the microcontroller unit.
The source code is available for download at the quoted link. The main technique used in the code is
external interrupt. The development environment used is MikroC Pro for AVR.

The presented study is a part of software developed for space project “Resonance”.

1. Introduction

Analog Devices’ AD7656 is six channel, bipolar, 16-bit analog to digital
converter capable of simultaneous parallel sampling at rate up to 250 kSPS. It can
accept bipolar input signals and handle input frequencies up to 12 MHz. The
AD7656 has a high speed parallel and serial interface that let the device connect
with microprocessors or DSPs. The AD7656 also accepts true bipolar input signals
within +4 x Vrgr range and +2 X Vggr range and maintains an on-chip 2.5 V
reference voltage, [1].

The AD7656 has been used by the project “Resonance” research team as a
circuit element included in the control and measuring equipment. As a whole,
readily available software for AD7656 application is difficult to encounter which is
why both presented study and source code in the appendix section may serve to fill
up the gap.

2. Materials and methods

The experimental setup is depicted in Fig. 1. The AD7656 is powered by
unipolar voltage of +5V DC, so is the microcontroller unit. In addition, pin
selectable bipolar voltage range of £12 V DC is provided by AIMTEC’s AM3D-
0515DH30Z at 100 mW DC/DC converter and 78L12, 79L12 voltage regulators.
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A 20 MHz external crystal oscillator clocks the MCU. Auxiliary equipment used is
USBASP v.2.0, [2], in-system serial programmer as well as AVRDUDE utility,
[3], to write to flash memory of the AVR chip.

Fig. 1. AD7656 and ATmega644P wiring diagram, serial hardware mode, single output

During the initialization step, the MCU pins PAO, PA1, and PA2 are set to
output. They are connected to CONVST A, B, C pins on the AD7656 chip
respectively. The CONVST pins are used to start conversions on the channel pairs.
Initially, they are set to 1, i.e. idle state HIGH. Having set as input, the MCU pin
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PA3/INTO is connected to BUSY pin on the ADC. The latter returns state LOW
whenever conversion is complete; hence, user is allowed to read data from the
ADC, [4]. The Interrupt Sense Control bits ISCO1 and ISCO0 of the External
Interrupt Control Register EICRA are set to 1 and 0 respectively, so that the falling
edge of INTO pin generates asynchronously an interrupt request, [5]. The external
interrupt request is enabled by setting INTO bit of the External Interrupt Mask
Register EIMSK. Finally, global interrupt is enabled by setting I bit of the Status
Register SREG.

In order to get AD7656 to start sampling, a one pus wide negative logic
rectangular pulse, must be sent to CONVST pins. During the conversion process,
BUSY pin is set to HIGH automatically which prevents the user from accessing the
ADC data registers. It takes the ADC about three ps to succeed in converting
voltages at all six channels. The conversion completes as soon as the BUSY pin
goes back to state LOW. Thus, the falling edge arriving at INTO pin, Fig. 2,
triggers external interrupt request and an Interrupt Service Routine (ISR) starts.
Essentially, the ISR reads converted data through SPI interface at frequency
Fosc/128 = 160 kHz. Finally, a data processing function sends text strings further
via UART to the PC.

Data reading process, performed by the ISR, is implemented by means of
SPI interface as follows. The CS (chip select) and the RD (ready) pins are set to
state LOW to address ADC. The MCU exchanges data with the ADC like shift
register. For this reason, SPI Data Register SPDR has to be written to initiate data
transmission. After transmission completion, SPIF bit is set to HIGH by the
hardware. The result is brought from the ADC and stored back in the SPDR
register. This sequence is repeated twice to obtain data two bytes long (function
“write2bytes” in the Appendix). Data transfer initiates by simply writing to the
SPDR register twice in a row. It is not necessary to connect the MOSI line. Finally,
both CS and RD pins are restored to state HIGH to deselect the ADC.

The reader is advised to examine closely the included source code at the
Appendix section so as to apprehend the underlying idea.

3. Results

An exemplary scanning of all six channels by a logic analyzer is depicted
in Fig. 2. In addition to generic SPI channels — MISO, CLK, and CS, the ADC pins
BUSY, CONVSTA, and RD are also examined. The start pulse and the falling edge
triggering an external interrupt are visible in the zoomed window.

165



S |
Mo m i

e ]
e

B,
B an [

sy
| ; w o=
iy [[| ] Thisfalling edge wigpers an interrupt at INTO

e ) | Start conversion pulse

Fig. 2. Reading all six channels (two bytes each) of AD7656 via SPI, Saleae Logic session

In Fig. 3, an exemplary terminal session is shown. The input voltage feeds
channel V2. The converted value, denoted by a red arrow, varies within —32 768 to
+32 767 quantization levels, so does the input voltage, i.e. from —12 V to +12 V
DC. In this study case, the first two input channels solely produce meaningful
results according to following states of pins SEL._ A = HIGH, SEL B = LOW,
SEL C=LOW, SER/PAR = HIGH, H/S = LOW, Fig. 1 [4].
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4. Discussion

The external interrupt technique used in the current study proved to be
versatile enough. It lets user read data as soon as the conversion completes. The
advantage of the presented interrupt technique over the so-called polling technique
is evident. In the latter (“polling”) case, the user is compelled to scan the MISO pin
on a regular basis whilst, in the former (“interrupt™) case, data are transferred to the
MCU automatically whenever the conversion is done.

In the Appendix section, reader may find source code, which is uploaded in
the MCU. The development environment is Mikroelektronika’s MikroC Pro for
AVR, v.7.0.1 [6]. The presented source code might be downloaded at link [7].

A 3D model of sensing element and data logger used in project
“Resonance” is shown in Fig. 4. The model is created in Autodesk Inventor
IDE v.2018, [8]. The AD7656 used in the current study is an essential part of the
corresponding control and measuring equipment.

N

1

Fig. 4. Electric potential measurement equipment, project “Resonance”

>

According to experience, it is very rare for the AD7656 to go silent. The
reason this happens is that the BUSY pulse does not occur. Should it happen, it is
necessary to reset the AD7656 (pin 28 to GND, Fig. 1) to restore its functionality.

Further project development might be using multiple ADCs configured in
daisy-chain mode as it is described in [4].
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Appendix 1. Source code.

typedef unsigned short uint8_t;

typedef unsigned int uintl6_t;

typedef signed int intl6_t;

sbit Chip_Select at PORTB4_bit;

sbit Chip_Select_Direction at DDB4_bit;
intl6_t VBs[] = {0, @, @, 0, 0, 0};

int16_t write2bytes(uintl6_t command) {
uint8_t higherByte, lowerByte;
int16_t result;

higherByte = (uint8_t)((command &
OxFFO0) >> 8);

lowerByte = (uint8_t)(command & ©x@OFF);

SPDR = higherByte; // sending high byte

while(!(SPSR & (1<<SPIF))); // wait

result = SPDR & OxFF;

result <<= 8;

SPDR = lowerByte; // sending low byte

while(!(SPSR & (1<<SPIF))); // wait

result |= SPDR;

return result;
}//write2bytes

uint8_t SPI_init(void) {

DDB6_bit = @; // Set PB6 pin as input MISO
DDB5_bit = 1; // Set PB5 pin as output MOSI
Chip_Select = 1; // Deselect ADC
Chip_Select_Direction = 1; // Set CS# pin
SPI1_Init_Advanced(_SPI_MASTER,
_SPI_FCY_DIV128, _SPI_CLK_LO_LEADING);

return 9;
}//SPI_init

uint8_t sendThroughUART (char *text_) {

UART1_Write_Text(text_);
UART1_Write(13); UART1_Write(10);

return 0;
}//sendThroughUART

uint8_t startSampling(void) {

PORTA.F@ = @; // CONVSTA = LOW

// PORTA.F1 = @; // CONVSTB = LOW
// PORTA.F2 = @; // CONVSTC = LOW
Delay_us(1);

PORTA.F@ = 1; // CONVSTA = HIGH

// PORTA.F1 = 1; // CONVSTB = HIGH
// PORTA.F2 = 1; // CONVSTC = HIGH
return 0;

}//startSampling

uint8_t readADC(void) {
uint8_t j;

Chip_Select = @; // Select chip
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PORTA.F4 = @; // Select RD pin
for (j = 0; j < 6; j++)

VBs[j] = write2bytes(0x0000);
PORTA.F4 = 1; // Deselect RD pin
Chip_Select = 1; // Deselect chip

return 9;
}//readADC

uint8_t processData(void) {
uintl6_t result = ©;
uint8_t j;

char buffer[16];

for (j =0; j < 6; j++) {
result = VBs[j];
sprintf(buffer, "%d", result);
sendThroughUART (buffer);
}//for_j
UART1_Write_Text("End of conversion");
UART1_Write(13); UART1_Write(10);

return 0;
}//processData

void interrupt_ISR () org IVT_ADDR_INTO {
SREG_I_bit = @; // Disable interrupts

readADC();
SREG_I_bit

1; // Enable interrupts

return;
}//interrupt_ISR

uint8_t init(void) {

DDA@_bit = 1; // PA®@ as output (CONVSTA)
DDA1_bit = 1; // PAl as output (CONVSTB)
DDA2_bit = 1; // PA2 as output (CONVSTC)
// DDA3_bit = @; // PA3 as input (BUSY)
DDA4_bit = 1; // Set PA4 as output (RD)
SPI_init();

UART1_Init(57600);

Delay_ms(100);

PORTA.F@ = 1; // CONVSTA = idle HIGH

// PORTA.F1 = 1; // CONVSTB = idle HIGH
// PORTA.F2 = 1; // CONVSTC = idle HIGH
EICRA = 0b00000010; // Falling edge of INTO
EIMSK = 0b0eeeeeel; // External interrupt
SREG_I_bit = 1; // Enable interrupts

I
[y

return 0;

}//init
void main() {

init();

while (1) {
startSampling();
processData();
Delay_ms(100);

}//while

return;

}//main



CBbBUPAHE HA JTAHHU ITIOCPEACTBOM AHAJIOI'O-IU®POB
IIPEOBPA3YBATEJI AD7656

K. Memooues

Pesrome

B HacTosmaTa cratus € npencTaBeH IPUMEPEH alrOpuThM 3a ChOUpaHe Ha
JaHHM C TIOMOINTa Ha aHanoro-nmudpos mpeodpazyBaten AD7656. IIpeobpasy-
BaHUTE JAaHHU c€ IpenaBaT KbM MUKpokoHTponep ATmega644P mo cepuen
untepdeiic SPI. MUKpPOKOHTpONEpBT, Ha CBOH pen, MpeldaBa AaHHUTE KbM
koMmroThp 1o USB upe3 npeodpazysaten FT232.

ToBa, KOeTO MOTHMBHMpA HACTOSILETO H3CIEABaHE, € CbH3AABAHETO Ha
MporpaMHO 00Oe3NeveHre 3a MUKPOKOHTposiepa. M3XOmHHAT Ko Moxe na Obje
W3TETJICH OT UMTHpaHarta npenpaTtka. OCHOBHATa MPOrpaMHa TEXHHKA, U3II0J3BaHa
B KOJIa, € BBHIITHO TIpeKbcBaHe. Pa3poitnara cpena e MikroC Pro for AVR.

[IpeacraBeHOTO M3cenBaHE € YacT OT MPOTpaMHOTO obe3reueHne, paspa-
00TBaHO 32 KOCMHUYECKHU MPOCKT ,,Pe30Hanc".
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Abstract

The risk of inconsistencies in any public activity is a determining factor in the behavior of
each subject. What are aerospace projects that involve large material, technological and human
resources.

The first step in the risk analysis involves tabling the different stages or phases of the design
system and determining the risks for each of them, whether technical, human or economic. The time at
which the event occurs may significantly affect the consequences. For example, the collapse in the air
traffic control system at a major airport can cause disruption to local air traffic much more than if it
occurs during the week than on Sunday morning. Similarly, an accident at the chemical plant can be
far more dangerous if it causes an immediate chemical reaction that generates toxic gases than in the
final phase where the waste products are less dangerous.

Introduction

For engineers and managers, the main task of risk analysis (defining the
stages of a mission, examining the interconnection between the parts of the system
and quantifying the probability of failure) is to identify weaknesses in construction
and to indicate those that contribute most — much for delay or loss. The evaluation
process may even recommend ways to minimize or mitigate the risk. An example of
probable risk analysis is that made for NASA by the engineering consultancy firm
Packard, Lowe & Garrick inc. in connection with the Space Shuttle's external missile
accelerators. NASA engineers and management, through the qualitative performance
of the analysis, conclude that fuel leaks from the three external accelerators are
"unlikely" and the risk is acceptable without fully understanding the amount of risk
they are taking (although the worst, one of the problems with qualitative analysis is
that the subjective interpretation of words such as "probable" and "incredible"
creates preconditions for mistakes in risk assessment, for example NASA uses the
term "unlikely" for risks, degree from 1:250 to 1:20 000.

Probability risk analysis shows that despite the fact that the individual risk
of individual leakage is negligible, there are many places where leakage is possible.
In fact, there were 5 leakages in the first 24 shuttle flights, and on 28 November 1983
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the leaking fuel self-ignites when the shuttle landed and exploded after landing.
Probability risk analysis shows that there is more likely to be explosion during
landing than during take-off. The analysis recommends several possible ways to
reduce the risk, for example, by replacing the fuel or placing explosive barriers
between the different power plants.

The theoretical basis for risk analysis is the theory of probabilities and their
applications in the safety and reliability of space flights. A quantified risk statement
for piloted programs is the credibility of the crew. For Apollo, the probability of a
safe return of the crew was 0.999, which means a 1.107 risk (1 in 1000). Risk
analysis uses mathematical models for estimation and forecasting. For example, in
the United States, from 1965 to 1970, the maturity model MARCEP (Maintainability
and Reliability Cost Effectiveness Programm) was used to optimize the distribution
of operational and emergency reservations. The model optimizes the system for the
minimum weight, volume, and value when reaching a definite requirement for the
mission and crew safety performance.

Risk-benefit analysis is a generic concept of risk-pricing techniques and the
risk, cost and benefits of alternative projects or policies included in this assessment.
Like other quantitative methods, the stages of this analysis include: defining
objectives and tasks of the project alternative; identification of limiters; defining the
scope and limits of the analysis itself and developing effective and feasible
alternatives.

The main purpose of these techniques is to give a digital expression, if
possible, of the risks and benefits of a project. Calculating these parameters requires
scientific methods or simulation programs to assess the probability of failure or error.
Finally, a complex assessment is made by aggregating the individual assessments of
the different alternatives. Conclusions should contain the results of the sensitivity
analysis where each important component or parameter changes according to its
effect on aggregate risk, costs and benefits.

One of the possible approaches is based on the three main stages outlined in
Fig. 1, which are formulating, analyzing and interpreting the impact of alternatives
and institutional and value perspectives. When formulating risk, we determine or
identify the type and amount of risk we take. Methods such as: nominal group
techniques are applicable here; brainstorming; the Delphi method and others. Only
the elements of risk and those elements that identify the needs, limitations and
alternatives associated with risk mitigation with or without technological
innovations are identified.
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Fig. 1. Engineering System Approach to Risk Assessment

At the analysis stage, the errors, deviations and other consequences that may
follow from the design and implementation of the project are predicted. This means
assessing the probabilities associated with a result and the resulting fluctuations.

At the final stage, an organizational and political interpretation of the impact
of the risk is given. This includes the individual and group mechanisms for the final
evaluation, and then follows the decision-making process. Cost-benefit and cost-
benefit analyzes are best suited for this purpose. Attempts to include the results of
the risk analysis in these schemes are successful. The underlying problem arises from
the fact that the risk and benefits are measured with different parameters and are
therefore not always compatible.

For the interpretation of the results, a risk graph is drawn up — similar to the
cost-benefit ratio. Risk profiles can also be useful. For example, projects 1 and 2 are
likely to generate a total profit of approximately USD 150000 000 and
USD 200 000 000, respectively. For this reason, project 2 should be accepted by
managers due to a better benefit/cost ratio. However, the data should be reviewed a
little more thoroughly. Project 2 is likely to give a zero score of 15 % and only 43 %
probability of generating a profit of $ 2 million.

There is also a 20 % probability that the return on project 2 will be less than
project 1. This is an additional risk if project 2 is selected.

Based on this information, managers willing to reject the risk will be willing
to accept Project 1, which has a good chance (83 %) to bring a modest profit of
$ 150 000 000, with little chance of a greater or lesser profit , i.e. project 1 has a
limited standard deviation. The professional would, however, prefer Project 2, which
has little chance of making more profits.
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The type of risks makes the results of the risks more transparent and thus
allows the decision-maker to make choices according to his or her attitude to risk,
whether it is more conservative or looser. Generally speaking, the data needed to
compile the graph are limited in number, and examples from the history of such
projects can easily be given. Engineers and marketing staff familiar with such
projects can provide similar data. If there is no collective experience within the
organization, freer or subjective assessments may be used for this purpose. There is
a set of software to solve this problem.

The primary responsibility for project selection and implementation exceeds
the risk assessment and lies mainly in the functions of senior management. In our
opinion, notwithstanding the fact that formal analysis may imply some unexpected
problems with large complex projects, it remains an academic exercise until the
managers take its results seriously and ensure the proper management of the projects.
Security has to be embedded in the system from the outset and good operational
experience is essential to the success of any long-term risk management program.

In order to properly understand and manage the risk in certain systems, it is
necessary for the managers to evaluate them at the stage of engineering projects. It
is often said that the efficiency of a system can be reduced due to poor quality
control, but it is not possible to improve a poor construction or design through good
quality control. From the moment the project managers are in charge of making
important decisions, risk assessment is one way of assessing alternatives so that their
choice is more justified than isolated or, worse, repeat past errors.

Possible risk assessment methods based on multiplication criteria

Often, in the public sector, goods and services are either "complex", for
example defense or space exploration, or so subsidized that their market price is an
unrealistic measure of the real cost to society. Finding a way to determine the
"undeformed" price of those goods and services, that is to limit the financial risk.
When the analysis reaches such quantifiable parameters as security, health, quality
of life, it is rarely possible to find a single variable, whose direct measurement gives
an acceptable indicator. Frequently, substitutes are used. For example, the urban
environmental code can be measured by an index composed of air pollution levels,
noise level, traffic frequency, pedestrian density. Another index may include
criminal background, fire index. At national level, it is accepted to quote
unemployment rates, consumer price indices and producer prices, and the Dow Jones
index. Each of these indicators is composed of multiple elements of different relative
weight, which are then summed in an attributive way. Major and complex projects
require more systematic and rational procedures.

The success and risk of a technical project depends on a set of criteria, the
most important of which is the ability to take action to meet the project requirements.
But the success and risk of the project also depend on the likelihood that the project
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will remain within the set budget and timetable, technological possibilities beyond
the immediate applicability of technology, the attitude of the user to the long-term
goals of the organization. In order to balance all these factors, a model of value is
needed to give the decision-maker the framework to carry out these actions.

The paradigm of the analysis of each solution is shown in Fig. 2. In the
process of making the decision, the person responsible for the decision must choose
the "preferred" alternative of a finite set of options, so the system model can be
simplified to a spreadsheet or to a dynamic mathematical simulation, and attention
must be paid to the full range of economic, technological and policy aspects of the
project, each alternative, along with the prevailing uncertainty, should be set on the
model of the system and the result is affected.

In the paradigm of solution analysis, the results of a system give the input
parameters of the value model. The output parameters are the result of the decision-
maker's preference regarding the order of the output parameters or the numerical
values that show the preferences and their arrangement.

5 Uncertainty
% 8
<
= 2
s
]
=3 Resul 3
C
System model esults | Value model E) g
= 5.8
82
< 3

Environment

Fig. 2. Analysis of the decision

The Analytic Hierarchy Process (AHP) was developed by Thomas Saaty in
order to obtain a simple yet robust methodology for multi-criteria analysis of
alternatives and risks. The process can be applied to such decisions as portfolio
selection, transport planning, production system design, artificial intelligence, etc.
The merits of the AHR consist in the ability to structure a complex, interpersonal,
multi-attribute, hierarchical problem, and to examine each level of the hierarchy by
combining the results with the progress of the analysis. Comparing the individual
pairs of factors (which may be alternatives, attributes or criteria depending on the
context) is done by using a specific scale indicating the power a factor dominates
over the others, taking into account the priority factors. The staging process can then
be transformed into priority weights or alignment of alternatives.
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The AHP begins by compiling a hierarchy of goals. At the top is the wording
of the problem. At the next level, in general terms, the main considerations are
formulated, usually followed by a list of criteria for each consideration. Depending
on how detailed the model will be, each criterion can be divided into individual
parameters whose values are either evaluated or determined by experiments or
measurements. The lowest level of the hierarchy contains alternatives or scenarios
containing the problem being solved.

The basis of the problem is "choice of orbital mounting system" and the four
main criteria are: human factor productivity, economy, design and functionality. Five
alternatives include an astronaut to work outside the station, a mechanical
manipulator, man-operated, a complex manipulator with computer control, a
maneuverable teleworking system with a control module or a visual control and
manipulator manipulator. In fact, in the analysis process, each of the Level 2 criteria
is further detailed to cover the date little necessary for precise comparisons. In terms
of human performance, load necessary support, team compatibility and other aspects
of interaction "man-machine" included several additional factors.

Once the hierarchy is structured, local priorities must be formulated for each
individual factor at a certain level, taking into account the factors directly above the
survey factor. This procedure is performed by comparing factors in pairs to
determine their relative weight or priority. Because this approach is primarily a
qualitative comparison, it is easier to apply than Keeney and Raiffa's multi-attribute
approach. This will define the functions of the preferences. Nevertheless, the theory
requires the following conditions to be met in the form of axioms:

Axiom 1. If we take two alternatives (or below criterion) i and j from the
many alternatives A, then the decision maker will be able to make pairwise
comparison (&;j) when applying criterion ¢ by a set of criteria

(D) c,a;; = aii,- for everyone i ,j € A

Axiom 2. When comparing two alternatives, the decision maker never
evaluates one alternative as infinitely better than the other, taking into account
criterion C, i.e. for each.

Axiom 3. The task can be formulated in a hierarchical form.

Axiom 4. All alternatives and criteria that matter to a task can be ordered
hierarchically, i.e. the intuition of the decision maker must be included (or excluded)
from the structure of the criteria or alternatives.

These axioms can be used to describe the two main tasks of AHR -
formulating and solving a problem such as hierarchy (3 and 4) and providing
assessment in the form of pairs (1 and 2). Such an assessment is an accent on results
in conflicting criteria and is often too subjective. Saaty proposes to use a ratio of 1:9
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in the quantitative assessment of the decision-maker's ability to "feel" the differences
between two alternatives in relation to a given criterion.

The affiliation or transitionality of items is verified by confirming the
circumstance.

() aij = ik A foralli, j, K

In practice, decision-makers assess only "real" elements aijj by giving certain
values so that perfect continuity of the equation is unlikely to occur. Therefore,
approximation is possible elements of A can be represented as satisfying aij = w; / w;
+ ejj, where €jj is a factor error inconsistency of decision maker when compared with
factors i j. If we continue the analysis one step further, one can see that the highest
intrinsic value of matrix a, Amax, Udo inserts Amax > 1, where equality means complete
continuity, which leads to the determination of the sequence index:

_ Amax—n
(3) ¢l ="en
which can be used for qualitative evaluation of matrix A. To have a basis for
further analysis, we compare the index Cl with a random matrix whose records are
also randomly selected. Through Saaty's simulation, the results are as follows:

n 1 2 3 4 5 6 7 8 9 10
RI 0.0010.00 | 058 1090 |1.12 [124 |132 |14]1 | 145|149

Here n represents the parameters of the respective matrix, and Rl determines
the arbitrary index calculated arbitrarily based on the average Cl for a large matrix.
Thus, it is possible to determine the sequence ratio. Practice shows that the CR
should be less than 0.1 if we want to be completely sure of the results obtained (there
is a certain degree of uncertainty in assumptions related to regression analysis). With
an increase in the number of factors, less sensitive to the values of the matrix, and it
can be shown that the priorities derived from the main considerations are 0.521 for
human productivity, 0.205 for the economy, 0.227 for the development, 0.047 for
the operation. SECTOR above the rest, probably due to the extreme importance of
the program for space station itself. Coefficient of 0.045 sequence is within
acceptable limits.

The next step in the analysis is to determine the global priorities for the third
level factors compared to the second level factors. In the above example, the five
predefined alternatives are compared with each of the key criteria. Let us assume
that the necessary data are obtained and the calculations for the four comparative
matrices made, the results are shown in Table 1. The first four columns represent the
local priorities derived from the input data provided by the decision maker. Global
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priorities are obtained by weighing each of the values of the local priorities and then
summed up.

Table 1. Local and global priorities for the choice of an orbiting system

Local priorities
Alternative Labor Economy Development | Evaluation Gllob.al.
productivity | (0.205) (0.227) (0.047) priorities
(0.521)
1 0.066 0.415 0.122 0.389 0.165
2 0.212 0.309 0.224 0.151 0.232
3 0.309 0.059 0.206 0.178 0.228
4 0.170 0.111 0.197 0.105 0.161
5 0.243 0.106 0.251 0.177 0.214

1 - a cosmonaut with instruments outside the ship;
2 - a man-operated universal manipulator;

3 - a special manipulator under computer control;
4 - teleoperator with a set of manipulators;

5 - versatile sensor with touch feedback.

Global priorities at level I are derived from the following equation:
-1 _
@ wi=ELwhw

The values listed in the last column represent the final priorities of the
problem, therefore (according to the decision of the decision-maker) alternative 2
appears to be the most acceptable.

In order to complete the analysis, it is desirable to see how sensitive the
results are to the changes in the assessment and to the criteria values, ie. to determine
how the changes in matrix A will affect the priorities between levels, common
priorities and continuity. These parameters are listed in the Exprert Choice — the most
popular rule for performing AHP analyzes.

HIPRE 3+ also have such opportunities. When there is uncertainty in the
values of the individual factors, additional attributes can be defined to describe it. In
general, the declared benefits of the AHP are as follows:

1. The method is easy to understand and easy to apply.

2. The construction of the target hierarchy of criteria, alternatives and
attributes allows the problem to be combined and the recommended solutions.

3. Enables the use of unique techniques for quantitative evaluation and
sequence of measurements.

In case of particularly important risk projects (development of a new product
or business venture) requiring a long time and full dedication by a group, their
implementation can be controlled by a project team. Fully recruited staff are
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committed to the project and deployed to other members of the team. The project
has its own management structure and budget, but it can also be a department in the
company structure.

When the project is particularly complex, protracted, risky and involves
multiple individual organizations, it is advisable to give one person full control over
all the elements necessary to achieve the objectives. For example, when NASA was
awarded a multi-million dollar contract (Apollo Command and Service Module and
Saturn's second-stage rocket) to Rockwell International, two spatially separated
programs were developed. Each program was subordinate to a vice president of a
department with its own production facilities and a team of specialists. This
formulation applies the idea in its finished form and is called the organization of the
project.

The organizational structure is related to a particular product of each
organizational unit. Here the separate functions are realized within a single structural
unit. This organizational structure implies duplication of resources as similar
activities and processes are carried out by different structural units for different
projects. The second disadvantage due to the limited lifecycle of a project is the fact
that the hierarchy in the work and reporting system is constantly changing.

What are the advantages of this approach:

- strong control through specific project management;

- fast reaction;

- stimulates productivity, keeping track of schedule, reducing costs;

- staff are loyal to a particular project;

- better cooperation with other "external" organizational units;
good customer relationship.

What are the drawbacks:

- inefficient use of resources;

- does not develop promising technologies;

- does not prepare for future orders;

- poor opportunities for exchanging technical and technological
information between projects;

- minimum career opportunities for staff;

- a difficult balancing of load in the individual phases.

As an example, the project-oriented structure of the TERRA project, part of
NASA's EOS program, can be mentioned.
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Fig. 3. Project-oriented organizational structure

Conclusion

What is the risk of identifying the project manager? The relationship
between uncertainty, lack of experience and difficulties in gathering information
makes project management a combination of art, science and above all logical
thinking. A good project manager should be familiar with a variety of scientific
disciplines and techniques. Most projects have technical, financial, marketing, and
organizational subtleties that are also able to break down the best plan.

The participation of the supervisor can begin at different stages of the life
cycle of a project. Some executives are engaged from the beginning, helping to
identify the project, form the team, negotiate contacts. Others can start at a later stage
to implement a plan they did not participate in. At a certain stage, however, most
project managers face the main project activities — planning, resource finding,
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resource management, staffing, and negotiation. Especially important and perhaps
most difficult for a project manager is to have a good overview of the project without
losing control over the critical elements. It should eliminate the difficulties whenever
decision-making is needed. Issues such as "how important the budget is compared
to the timetable" or "whether additional resources need to be mobilized at the
expense of budget overruns or possible deviations from the results to the extent that
the project is on schedule" are typical [6] .

What basic functions and skills should the project manager have?

The Project Management Institute (US) defines six key functions pertaining
to the project manager:

1) Manage the volume of the project by defining objectives and activities
that need to be accomplished — with sufficient detail to facilitate understanding and
implementation, as well as making adjustments when need arises;

2) Manage the human resources involved in the project;

3) Manage communications so that participating countries have sufficient
information to implement the project;

4) Manage time by planning and executing schedules;

5) Manage quality so that the results of the project are satisfactory;

6) Manage costs in such a way that the project is realized at a minimum of
actual costs and, if possible, within the budget.

Managing a project is a complex undertaking. Since projects are unique
ventures, experience, working relationships, established procedures to guide the
participants in it are not particularly useful. The project manager will have to direct
many different efforts and activities to achieve the project goal. People with different
qualifications and from different parts of an organization who have never worked
together will be involved in the project for a different length of time. Subsidiaries
who are not familiar with the organization must perform important tasks. The project
may contain thousands of interrelated activities performed by staff hired by different
subcontractors or by one of the leading organizations. The project manager, even
under the influence of pressure and stress, has to deal effectively with changing client
priorities, the fears of his executives, eliminate conflicts, and find the optimal
balance between counterproductive impacts.

Generally speaking, the project manager needs enthusiasm, excitement, and
desire for hard work to resist the emerging problems. Wherever possible, he / she
must occupy a leading position by working with the function manager.

For these and other reasons, it is especially important that project
management have effective means of identifying and conveying planned activities
and their interconnection. A system of computerized planning and monitoring is
needed. Network techniques such as CPM (Critical path method) or PETP (program
evaluation and change technique) are extremely useful in such systems.
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EENER ST NS e

PUCKBT B AEPOKOCMHUYECKUTE INPOEKTHU
H. Mapunosa

Pe3rome

PHCKBT OT HECTIONYKH BBB BCSIKa €/lHA OOIIECTBEHA JIEHHOCT € OTpeeisI
(dakTop 3a MOBEIECHUETO HA BCEKH CyOekT. ToBa ¢ 0coOeHa cuia ce OTHACS KbM
TaKuBa JIEWHOCTH KAKBHUTO Ca A€POKOCMUYECKUTE MPOEKTH, B KOUTO CE aHTAXUPAT
rOJIEMH MaTepHUaTHH, TEXHOJIOTUYHU U YOBEIIKH PECYPCH.

[IppBaTra cThIKa NpU aHANM3a HA PUCKA BKIIOYBA TPEACTABSIHETO B
Ta6nnqu BU Ha paSHI/I‘-IHI/ITe crarm unjin (1)331/1 Ha HpOCKTHaTa cCucremMa u
neduHIpaHe Ha PUCKOBETE 32 BCAKA €HA OT TAX, OMIIN T€ TEXHUYECKH, YOBEIIKU
WJIM IKOHOMHYECKU. BpemeTo, KoraTo ce nposiBsiBa CbOUTHETO, MOXKE ChIIECTBEHO
Ja TIOBJIMSIE Ha TIOCIICNCTBUATA. Hampmmep, cpwB B cUcTeMaTa 3a KOHTPOJI Ha
BL3JIYIHHI/IH Tpaq)I/IK Ha roJisiMo JICTUIIC MOXKE 1a HpeIH/ISBI/IKa CMYIIICHI/ISI B MCCTHUA
BB3]yIIeH TpadhuK MHOTO ITOBEYE, aKO CTAHE MPe3 CEJAMUIIATA, OTKOJIKOTO B HEIETS
cytpuH. [lo momoOeH HaYMH aBapus B XMMUYECKH 3aBOJI MOXe Ja ObJie MHOTO I10-
OTacHa, aKo TPEIU3BHKA HEMOCPEICTBEHA XMUMHYECKA pEaKIus, OT KOSTO Ce
MoJy4aBaT TOKCHYHU I'a30B€, OTKOJIKOTO Ha €IUH KpaeH eTarl, KbAETO OTIaIbUHHUTE
MPOIYKTHU Ca IO-MaJKO OMACHHU.
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